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A B S T R A C T   

To simulate the photoexcited molecular dynamics of strongly correlated materials, we implement the Hubbard U 
term for the proper account of the on-site Coulomb interaction in the real-time time dependent density functional 
theory (TDDFT + U) molecular dynamics simulations. As a prototype example, we present first-principles sim-
ulations of excited state dynamics in a typical transition metal oxide (rutile TiO2) containing d-orbital electrons. 
We find an unphysical divergence originated from the overcoherence in the evolution of density matrix, which 
can be alleviated by a diagonalization procedure proposed here. Upon this correction, we identify an intrinsic 
charge localization dynamics in rutile TiO2 upon photoexcitation, which offers a microscopic understanding of 
the photoinduced processes in correlated transition metal oxides.   

1. Introduction 

A basic problem in conventional first-principles calculations is the 
accurate modeling of strongly correlated materials. Without exception, 
the proper description of the electronic correlation effects in the rapidly 
developing real-time time dependent density functional theory molec-
ular dynamics (TDDFT-MD) approaches remains a major challenge. 
Since more and more time-resolved spectroscopies [1–6] in the ultrafast 
femtosecond timescale have been developed and applied in various 
research fields, TDDFT-MD, which can provide molecular understanding 
for the underlying dynamics, is gradually applied to simulate many 
realistic systems and processes, e.g. charge density wave materials [7,8], 
ion-beam irradiation [9,10], photocatalytic water splitting [11,12] and 
magnon dynamics [13]. It is essential to include accurate electro-
n–electron interactions in molecular dynamics simulations when this 
method is used for some typical d-band correlated materials (such as 
TiO2 and NiO). 

For the ground state calculations, one can adopt the well-established 
and widely used approximations from the Hubbard model for the ex-
change and correlation functional, named the DFT + U method. The 
effective Hubbard U for on-site Coulomb repulsion has been imple-
mented in many ground state softwares [14–16]. Typical values of 

Hubbard U of different elements can be assessed through linear response 
calculations [17], and constrained random phase approximation 
[18,19]. 

To consider the on-site Coulomb repulsion in the TDDFT framework, 
we can retain the Hubbard correction, at the same time use the adiabatic 
approximation to build the exchange and correlation functional. In other 
words, the exchange and correlation functional has the same form with 
that in DFT but as a function of electron density at a given moment, 
written as VXC(r, t)→V

XC
[n(t) ](r). Here r, t, and n(t) denote electronic 

coordinates, time, and electronic density, respectively. Although the 
adiabatic approximation is valid in many excited state dynamics, the 
drawback of the ground state exchange and correlation functional is 
inherited at once: the underestimated energy gap and self-interaction 
error, which may be corrected using Hubbard model. Based on these 
approximations, the Hubbard term can be evaluated as 

VHub(r, t)→V
Hub

[n(t) ](r), namely the TDDFT + U approach. Nicolas and 
co-workers have investigated the dynamical Hubbard term corre-
sponding to the time dependent electronic density expressed onto real- 
space grids, finding that electrons excited from the localized subspace 
to delocalized area can lead to the enhanced screening [20,21]. 

Here we develop the TDDFT + U framework employing the local 
atomic basis set, calibrating the applicability of this approach in realistic 
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dynamic simulations of correlated materials. Potentially, the real time 
evolution of both electronic structure and nuclear dynamics for various 
strongly correlated materials can be investigated, to address the 
importance of dynamical information. As a prototype example, the 
transition metal oxide TiO2 serves as catalytic materials widely adopted 
in academic research and industrial applications [22–25]. The photo-
excited state of TiO2 plays an essential role in the photocatalytic pro-
cesses. Experiments by the two-photon photoemission (2PPE) have 
detected the thermalization processes of injected electrons [26], and the 
resonant excited state derived from Ti3+ species [27], exhibiting distinct 
photoexcitation features in different energy regions. In general, after 
photoexcitation the photogenerated electrons are trapped on Ti4+ while 
the holes are localized on oxygen atoms, beaconing a microscopic pic-
ture for the trapping and relaxation dynamics of hot carriers, never-
theless, with a much speculative nature [28]. The dynamical behavior of 

electrons, especially the charge localization corresponding to the light- 
matter interactions, is largely questionable. Therefore, we intend to 
investigate the dynamic charge transfer behaviors in the rutile TiO2 
upon photoexcitation in different light fields, using the TDDFT + U 
framework. 

In this work, we show there is an unphysical divergence of total 
energy in typical TDDFT + U simulations, in the case of strong excita-
tion. The divergent behavior can be corrected using a diagonalization 
procedure during the time evolution of Kohn-Sham states. Using the 
newly developed TDDFT + U approach, we identify the temporal 
characters of charge localization dynamics upon light stimulation in 
rutile TiO2, in particular, the real time evolution of real-space distri-
bution of electronic density and occupation of different 3d orbitals. 

2. TDDFT þ U framework 

For the influence of on-stie Hubbard U repulsion on 3d electrons, the 
time-dependent Kohn-Sham (TDKS) equation employing numerical 
atomic orbital basis sets can be written as: 

iℏ
∂
∂t

ψ(r, t) =
[

−
∇2

2
+
∑

Vlocal
I (r) +

∑
VKB

I + VH(r, t) + VXC(r, t)

+ Uext(r,R, t) + VHub
]

ψ(r, t) (1) 

where the Vlocal
I (r) and VKB

I are the local and Kleinman-Bylander parts 
of the pseudopotential of atom I, while VH(r, t), VXC(r, t) and Uext(r,R, t)
are the Hartree, exchange–correlation (XC) and external potentials, 
respectively. The density matrix of Hubbard potential VHub based on 
different d orbitals (index i and j) and spin index σ should be written as 
[14,20]: 

VHub,σ
ij = Ueff

(
1
2
δij − ρσ

ij

)

P̂
σ
ij (2) 

Here the Ueff is reformulated by subtracting Hund’s J from Hubbard 

Fig. 1. a, The supercell of rutile TiO2, containing four Ti atoms (blue) and eight 
O atoms (red). Two kinds of light field (Lx, Lxy), whose polarizations are along x 
direction and xy direction of lattice, are applied to manipulate the photoexci-
tation of rutile TiO2. b, The total energy upon different light intensities (E = 0, 
0.02, 0.10 and 0.18 V/Å), where the polarization is along x direction. 

Fig. 2. Excited band structure at different typical snapshots (30, 35, 40 fs), under the Lx light field (a) and Lxy light field (b), where the strength of light field is 0.18 
V/Å. The population of photogenerated electrons and holes are depicted by the color bar. 
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U. The P̂
σ
ij= |ϕσ

i 〉〈ϕ
σ
j | is the projected operator for the subspace localized 

orbitals. We denote all the terms of electronic Hamiltonian as Hks, which 
includes the original TDDFT part (Htddft) and newly added Hubbard term 
(VHub). 

The time propagation operator is constructed using first order 
Crank–Nicholson scheme: 

U(t+Δt, t) =
S − iHksΔt/2
S + iHksΔt/2

=
S − iHtddftΔt

/
2 − iVHubΔt

/
2

S + iHtddftΔt
/

2 + iVHubΔt
/

2
,VHub

= Ueff

(
1
2

δ − ρ̂sub

)

P̂
σ

(3)  

S = 〈ϕm|ϕn〉 (4) 

where the ρ̂sub represents local subspace density operator for 3d 
electrons. The overlap matrix S can be obtained by multiplication of 
different orbitals. The time propagation for the TDKS wavefunction 
ψ(r, t) is performed as follows: 

ψ(r, t+Δt) = U(t+Δt, t)ψ(r, t) (5) 

We note that the modified term directly couples with the time- 
dependent electronic density at each time step. Once the time propa-
gation operator is obtained, the wavefunction is evolved in real time, 
and the following molecular dynamics are calculated within the 

Fig. 3. Schematical flowchart of the diagonalization correction, where the time-evolved Hamiltonian is substituted by the diagonalized Hamiltonian when the 
Hubbard term is evaluated. The rest of calculation processes are preserved. Newly added calculations are denoted as green color. 

Fig. 4. The charge population comparison for all 3d orbitals of the Ti atom (as labeled in Fig. 1a), where the solid lines and dashed lines denote results with our 
diagonalized correction (dc) and the original adiabatic approximation (aa), respectively. 
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Ehrenfest scheme. 

3. Photoexcitation analysis 

The rutile TiO2 is modeled by a supercell in Fig. 1a, consisting of total 
12 atoms. We sample the Brillouin zone by 4 × 8 × 4 k points and 
optimize the supercell where the lattice constants are a = c = 6.57 Å and 
b = 2.99 Å. The TDDFT-MD is performed by the time-dependent ab initio 
package (TDAP) [29–31], and the time-dependent Kohn-Sham wave-
functions under light fields are evolved for 800 steps with a time step of 
50 attoseconds (Δt = 0.05 fs) using the constant-energy ensemble 
(NVE). The value of mixing weight for density matrix in electronic self- 
consistency is 0.05. A benchmark calculation with Δt = 0.01 fs is pre-
sented in supplement Figure S1. The energy cutoff of 200 Ry is used and 
the Hubbard U value is 4.2 eV [32]. The light field with a photon energy 
of 3.1 eV is chosen, and the full width at half maximum (FWHM) is 8 fs. 
Two polarizations of light fields, in the x direction and diagonal xy di-
rection of lattice (Lx, Lxy), respectively, are chosen. 

Firstly, we show that the unphysical divergence of total energy shows 
up under strong excitations. In response to the strong light field (E >
0.10 V/Å) where the polarization is along with x direction (labeled as 
Lx), the total energy of the system presented in Fig. 1b shows a rapid 
increase after 30 fs while the temperature has no apparent change, 
indicating the electronic structure goes divergent. In principle, the total 
energy should be a constant using the constant-energy ensemble when 
the light field is off. In the weak excited state (E = 0.02 V/Å), the system 
maintains a good stability due to the fact that only a very small fraction 
of electrons is excited. For comparison, the light fields with Lxy polari-
zation do not trigger the divergence of total energy surprisingly. 

To check the divergence of the electronic structure (under the laser 
field of E = 0.18 V/Å, Lx), we calculate the time resolved band structure 
at 30, 35, 40 fs via the projection from TDKS orbitals to adiabatic states 
[33], as shown in Fig. 2a. With the time flow (30 ~ 40 fs), the con-
duction bands are repulsed upward while the valence bands fall into 
deeper energy levels, accompanied with the large increase of excited 
carriers along the whole high symmetric k paths. At last, the band 
structure is fully destroyed. The largest population is near the gamma 
point, where ~ 2 e- are excited from the valence bands. The band 
structure under the intensity E = 0.02 V/Å is always stable, where the 
population at gamma point is as small as ~ 0.1 e-, consistent with the 
small population in bulk NiO presented in Ref [21]. In contrast, the 
excited band structure (E = 0.18 V/Å, Lxy) in Fig. 2b is well maintained, 
resulting in no divergence. 

The analysis implies the time propagation error in TDDFT + U can be 
amplified by strong light irradiation, and fails to describe the system 

properly in the case of selective excitation modes. Since time propaga-
tion is directly coupled to the time-dependent electronic density at each 
time step, the numerical instability can be ascribed to two reasons: i) the 
nonsymmetric excitation causes wrong overcoherence in the density 
matrix of excited electrons between 3d orbitals and other atomic orbitals 
(e. g. 2p orbitals of oxygen atoms), which triggers unphysical increase of 
Hubbard energy; and ii) the time step is too large. The convergence was 
nicely achieved in Shin et al.’s scheme, where a tiny time step (dt =
0.0048 fs) is used within the Suzuki − Trotter splitting and Crank −
Nicolson scheme [34]. Besides, the excited state generated by alkali 
atoms attack in Ref. [34] may be close to the equilibrium state, which is 
different from the present case of strong photoexcitations (~2 electrons 
promoted) far away from the equilibrium. We also simulate the TDDFT 
+ U dynamics under strong photoexcitation using time dependent ab 
initio code (TDAPW) [31] with a more accurate propagation algorithm 
(Figure S2). The time propagation errors diminish, indicating an 
improved algorithm of time evolution operator might be helpful to solve 
the numerical instability. Although in this simple model the unphysical 
divergence can be relieved using Δt = 0.01 fs, as shown in supplemen-
tary Figure S1, this procedure cannot always work in complex systems 
(e. g. H2O/TiO2 interface, O2/TiO2 interface), where fast charge flow 
may lead to wrong dynamics (Figure S3). To deal with the divergent 
error of photoexcitation while using a large time step, we propose an 
alternative method, namely, the diagonalization correction. 

4. Diagonalization correction 

Using a short time step can partly tackle the numerical instability but 
it is too time consuming for large systems, neither does it guarantee the 
accuracy. Here we propose the diagonalization approach to correct 
approximately the overcoherence of excited electronic density, 
providing a stable time propagation formulation. 

The key consideration is to correctly calculate the time-dependent 
Hubbard term in the TDDFT framework. Within the first-principles 
framework, the Hubbard term can be regarded as a penalty functional 
to reduce the self-interaction error in the first-order perturbation, 
determining the energy level of unoccupied state above the Fermi level 
in such a way. One can obtain the Hubbard U value by the change of the 
3d energy level when the occupation of localized 3d electrons is varied 
[35]. We keep the basic idea that the Hubbard term can be regarded as a 
penalty functional in the TDDFT framework, thus we can approximate 
the penalty functional using the adiabatic wavefunctions on the fly from 
the time-evolved density, instead of directly using the time-dependent 
Kohn-Sham orbitals. The occupation is set as that electrons fill in the 
orbitals below the Fermi level, and the off-diagonal elements in the 
Hubbard term originated from excited occupation can be eliminated. In 
principle, this approach is able to produce a correct electronic band 
structure with a proper Hubbard repulsion, and yields identical trajec-
tories to those from more accurate calculations when performing mo-
lecular dynamics with TDDFT + U. The extra repulsion arising from 
excited electrons might be included in a dynamically modulated Hub-
bard U value [21]. 

The flowchart for calculating the Hubbard term in the modified 
TDDFT + U framework is presented in Fig. 3. By diagonalizing the 
Hamiltonian from the former timestep, we obtain the adiabatic eigen-
states and eigenvalues of time dependent electronic structure. These 
adiabatic wavefunctions, with all the electrons occupied below the 
Fermi level, can been reformulated into a new diagonalized density 
matrix. Then we rebuild the time dependent Hubbard term using the 

new density matrix VHub(r, t)→V
Hub[ndiag(t)

]
(r). The rest part of time 

dependent formulas and flowchart is unchanged. The original scheme 
using time-dependent Kohn-Sham wavefunction is depicted as the 
adiabatic approximation scheme. Both adiabatic scheme (violet color 
box in Fig. 3) and diagonalization scheme (violet and green color box in 
Fig. 3) go through the self-consistent calculation. The adiabatic scheme 

Fig. 5. The time dependent electronic density in the (010) plane of TiO2 
comprising oxygen atoms at 40 fs after photoexcitation, using both the diago-
nalization correction (ρdc) and adiabatic approximation (ρaa). The contour lines 
start from zero, with an interval of 0.003. All the unit of electronic density is 
1 e/Bohr3. 
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adopting predictor–corrector implementation cannot deal with the nu-
merical instability. The computational cost of using diagonalization 
procedure (Δt = 0.05 fs) and adiabatic approximation (Δt = 0.01 fs) is 
nearly the same, which is also three times longer than that using adia-
batic approximation with a large time step (Δt = 0.05 fs). The additional 
time cost comes from the recalculated density matrixes and extra self- 
consistent electronic calculations. We also note that the consistence of 
adiabatic approximation, where all functionals are based on time- 
dependent electronic density and time-dependent Kohn-Sham wave-
function, is broken in the modified TDDFT + U scheme. This can be 
justified by the fact that the Hubbard term can be treated as a penalty 
function in practical calculations. 

We then track the Hubbard energy defined as EHub =
Ueff
2
∑

m,σ [nm,σ(t) − n2
m,σ(t)], which is added to the total energy [14,20], 

using different Hubbard U values (see Figure S4). Adopting the original 
adiabatic approximation with a large time step, the Hubbard energy 
divergence is found after the light irradiation, with a relatively large 
oscillation caused by the amplified overcoherence from nonsymmetric 
excitation. Obviously, our diagonalization correction produces the 
converged Hubbard energy as well as the total energy, which can solve 
the divergent problem even when a large time step is used. As shown in 
Fig. 4 and Figure S5, the detailed electronic structure, including the 
charge localization and band structure, can be corrected by the diago-
nalization procedure. Before the obvious divergence behavior occurs, 

Fig. 6. a, Time-resolved net population for one Ti 
atom’s 3dyz orbital and 3dx2 − y2 orbital (upper 
panels) and overlap population (lower panels), 
obtained from Mulliken charge analysis. The re-
sults with respect to Lx and Lxy are denoted by 
orange and blue lines, respectively. b, Schematic 
pictures for the photoinduced excitation under 
different polarized light fields. Green, blue and 
orange circles depict electrons, Ti atoms and O 
atoms, respectively. c, The 2D (010) plane of 
excited differential electronic density (Δρ =

ρ(t) − ρatom) at 2,6,10 fs, adopting the diagonal-
ization correction in Lx light. All the unit of 
electronic density is 1e/Bohr3.   
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the results using both adiabatic and diagonalization approximation are 
indeed consistent to each other. In the divergent region, the difference in 
the population of 3d electrons demonstrates this correction scheme is 
effective to eliminate the energy divergence. We note that the total 
energy is still convergent in a longer-time molecular dynamics as shown 
in Figure S6. 

The validation can be further corroborated through comparing the 
electronic densities using diagonalization correction with a large time 
step (Δt = 0.05 fs) and the adiabatic approximation with a small time 
step (Δt = 0.01 fs). In Fig. 5, we present the time dependent electronic 
density in the photoexcited TiO2 at 40 fs, where the distribution is nearly 
the same. Besides, the population of excited 3d electrons is also consis-
tent with each other during the whole propagation process, indicating 
this diagonalization approach can reproduce the accurate results while 
using a large time step. 

5. Charge localization 

Using the diagonalization correction method to propagate the time- 
resolved electronic wavefunctions, we provide the simulated charge 
localization dynamics between different orbitals upon the illumination 
of light fields. We separate the Mulliken charge population into the net 
population and overlap population. The net population can be regarded 
as all the localized electrons and the overlap population contains unclear 
occupation with other orbitals. The overlap population is summed over 
the population between 3d orbital with the rest atomic orbitals. We 
focus on the typical Ti (labeled in Fig. 1a) atom’s population of 3dyz 
orbital and 3dx2 − y2 orbital in Fig. 6a. In the photoexcited period (0 ~ 20 
fs), the obvious difference is that in Lx light field the net population of 
3dyz orbital is nearly not excited, so does the overlap population, 
compared with the situation of Lxy light field. This selective orbital 
excitation can be ascribed to directional Ti-O bonding regions. There are 
two types of oxygen atoms (Oα and Oβ) in the response of light field, 
representatively labeled as O(1) and O(5) in Fig. 1a, respectively. In 
supplementary Figure S7, we specify the difference of photoexcitation 
originates from the electronic distribution in the bonding region of Ti-O 
(5) (overlap of 3dyz − 2s and 3dyz − 2py orbitals). A general Hirshfeld 
charge in Figure S8 also supports that β-type oxygen atoms are not fully 
excited upon Lx light field, at variance with that in Lxy light field. 
Summarizing the photoexcited charge localization in Fig. 6b, the Lxy 
light field can motivate electrons in two bonding regions to 3d orbitals, 
while the Lx light field can not lead to the excitation for one of the two 
bonding regions, to the 3dyz orbital. 

The corresponding real-space differential electronic density in the 
dynamical simulations, with the real-time electronic density minuses the 
atomic electronic density, is presented in Fig. 6c. Obviously, with the 
time evolving during 2 ~ 10 fs, the electrons near the oxygen atoms are 
moving towards the titanium atom, illustrating the charge localization 
processes of the 3d orbitals upon photoexcitation. 

6. Discussion 

We establish a modified TDDFT + U framework based on numerical 
atomic orbitals and calibrate the unphysical divergence in TDDFT + U 
simulations of rutile TiO2 upon photoexcitation, originated from the 
strong population of excited electronic density on different 3d orbitals 
and the numerical instability due to the use of a large time step. To 
stabilize and rationalize the unphysical divergence, we rebuild the 
Hubbard penalty term adopting a new diagonalization correction, where 
the adiabatic wavefunctions on the fly are calculated. This approach can 
reproduce the accurate electronic structures, identifying the selective 
orbital excitation under different polarization of light fields. The elec-
tronic transitions come from the delocalized area to localized subspace 
(p to d transition), different from the photoexcitation situations (d to p 
transition) in Ref. [21]. While considering the dynamically attenuated 

screening, the Hubbard U value should increase and result in a divergent 
electronic structure. Therefore, we preserve the further consideration of 
dynamic screening in the future work, and tackle the precise evolution 
of electronic density to solve the energy divergence. These results also 
indicate the nontrivial excited electronic density manipulation when 
applying the well-defined Hubbard model or GW methods into TDDFT 
framework. Further molecular dynamics simulations of strongly corre-
lated materials can be performed using the advanced TDDFT + U 
framework. 
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