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The interaction between molecules and solid surfaces plays important roles in various applications,
including catalysis, sensors, nanoelectronics, and solar cells. Surprisingly, a full understanding of
molecule–surface interaction at the quantum mechanical level has not been achieved even for very
simple molecules, such as water. In this mini-review, we report recent progresses and current status
of studies on interaction between representative molecules and surfaces. Taking water/metal, DNA
bases/carbon nanotube, and organic dye molecule/oxide as examples, we focus on the understanding
on the microstructure, electronic property, and electron–ion dynamics involved in these systems
obtained from first-principles quantum mechanical calculations. We find that a quantum mechanical
description of molecule–surface interaction is essential for understanding interface phenomenon at
the microscopic level, such as wetting. New theoretical developments, including van der Waals
density functional and quantum nuclei treatment, improve further our understanding of surface
interactions.
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1 Introduction

The interaction of molecules, including organic and bi-
ologically important ones, with solid-state surfaces and
nanostructures plays a central role in many important
applications, such as molecular electronics, solar cells,
and biosensors. For instance, organic solar cells are built
upon organic molecules and their interfaces with solid
electrodes (such as oxides or metals), and have attracted
rapidly growing attentions due to the potential applica-
tion in the low-cost, environmental friendly, flexible, and
large-scale photovoltaic devices [1, 2]. Much research
has been focused on understanding the microstructure at
the molecular level, the mechanism of electronic interac-
tion, and the ion and electron dynamics of the molecule–
surface interface. To understand surface interactions
and dynamics, theory plays an indispensable role be-
cause most experimental tools are not surface sensitive
and performing experiments at nanoscale is extremely
challenging. Among various theoretical approaches, sim-
ulations based on quantum mechanical treatments are
most promising thanks to their high accuracy, univer-
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sal of molecule–surface interaction. In this article, we
review recent progresses made on the quantum simula-
tions of molecule–surface interaction. Three representa-
tive examples were chosen: i) water on metal surfaces,
ii) DNA nucleosides on carbon nanotubes (CNTs), and
iii) organic dye molecules on TiO2.

2 Quantum mechanical simulations

Quantum mechanical methods describe intra- and inter-
molecular bonds, structural characteristics, and dynam-
ical behaviors of molecules on surfaces by solving elec-
tronic Schrödinger’s equation at the atomic level. They
predict changes in bond lengths, bond angles, and
electrostatic polarization with respect to environmental
stimuli, which are hard to describe in classical simula-
tions if not impossible. Furthermore, since no system-
specific empirical parameters are used, ab initio meth-
ods could produce a universal high accuracy and over-
come ambiguities in classical models. These advantages
will help us to obtain a unified picture of molecules
in different environments, for instance, on various sur-
faces, and produce reliable parameters for classical sim-
ulations. This is more pronounced at the nanome-
ter scale — in fact, it is effectively the only reliable
approach to predict molecular behaviors at the few-
molecule level. At this level, empirical parameters, fit-
ted to reproduce bulk properties of molecules, always fail
[3]. Ab initio methods have been successfully applied to
study molecular interactions and dynamics on surfaces
[4–10]. Together with experimental information obtained
by surface science tools, such as scanning tunnelling mi-
croscopy (STM), quantum mechanical simulations have
revealed the atomic, electronic, and optical properties
of surface-based molecular structures and associated ion
and electron dynamics for diffusion, dissociation, vibra-
tion, and photoexcition [10–14].

On the other hand, the computational cost of quantum
mechanical calculations and simulations is often very
large: usually the system size (hundreds of atoms, or
a few thousands of electrons) and the timescale (a few
femtoseconds to tens of picoseconds) they could deal with
are one to three orders of magnitude smaller than those
from classical simulations. Developing schemes with bet-
ter scalability is a way to overcome this difficulty [15]. In
addition, although the accuracy in quantum simulations
at about 1 kcal/mol∼40 meV, is much improved than
that from empirical calculations, they are less reliable in
the cases where weak interactions are dominant, such as
van der Waals (vdW) forces in biological environments.
Different choices of exchange-correlation functionals in
density functional calculations are another source of dis-
crepancy. All these facts imply a limitation of the current
quantum mechanical approaches and point to directions

for future developments.
Most of the quantum mechanical simulations described

in this work are based on first-principles calculations
within the framework of Density Functional Theory
(DFT) [16, 17]. Calculations were performed using
Vienna ab initio simulation package (VASP) [18] and
SIESTA code [15]. We model the surface by a super-
cell slab geometry. For the calculations using VASP,
we use projector-augmented-wave pseudopotentials [19]
to model the atomic cores and the PBE form of gen-
eralized gradient approximation (GGA) [20] to describe
exchange-correlation (XC) energies, which are the most
reliable in describing the hydrogen bonds (H-bonds) and
properties of water [21], as well as surface properties [22].
In SIESTA, we use pseudopotentials of the Troullier–
Martins type [23], the Ceperley–Alder form of the local
density approximation (LDA) [24] and PBE functional,
and a local basis set of double-ζ polarized orbitals (13
orbitals for C, N, F, and O and 5 orbitals for H). Since
van der Waals forces are important for such weakly in-
teracting systems, we also use vdW-density functionals
(vdW-DF) of the Lundqvist–Langreth type [25] to study
binding configurations and energies. An auxiliary real-
space grid equivalent to a plane-wave cutoff of 120 Ry is
employed.

For geometry optimization, a structure is considered
fully relaxed when the magnitude of forces on the atoms
is smaller than 0.04 eV/Å. Ab initio molecular dynam-
ics (MD) simulations use forces calculated from DFT
and proceed the Newtonian ionic trajectory at a target
temperature in the constant-energy mode. Optical ab-
sorbance is calculated within the linear response regime
[26] of time-dependent DFT (TDDFT) [27] by propa-
gating electronic wavefunctions 6107 steps in time af-
ter abruptly turning off a perturbing external field of
0.1 V/Å. The timestep of simulations is 0.0034 fs, corre-
sponding to an energy resolution of 0.1 eV.

In order to simulate interface electron dynamics, the
non-adiabatic evolution of both electrons and ions in real
time is monitored after excitation. The time-dependent
Kohn–Sham equations of electrons and the Newtonian
motion of ions are solved simultaneously, with ionic
forces along the classical trajectory evaluated through
the Ehrenfest theorem [28]. The electron density is
updated self-consistently during the real-time propaga-
tion of single-particle Kohn–Sham wavefunctions with a
timestep of 0.02419 fs. The initial velocity of ions is as-
signed according to the equilibrium Boltzmann–Maxwell
distribution at a given temperature.

3 Water adsorption on metal surfaces

We start from a simple model system: water on met-
als. Water adsorption on metal surfaces [29, 30] has



296 Zi-jing DING, Yang JIAO, and Sheng MENG, Front. Phys., 2011, 6(3)

received intensive investigations since 1970s due to its
key roles in catalysis and wetting as well as the explo-
sive development of modern surface analysis techniques,
such as low-energy electron diffraction (LEED), high-
resolution electron energy loss spectroscopy (HREELS),
and STM. This section gives a brief summary on the
microscopic structure of water on metal surfaces and re-
cent molecular-level understanding achieved from quan-
tum mechanical simulations.

3.1 Two-dimensional water overlayers

In 1980s, water adsorbed on closely packed precious
metal surfaces Ru(0001), Pt(111), and Rh(111) was char-
acterized to have a (

√
3×√

3)R30◦ pattern using LEED
[29]. Since the lattice constant of these hexagonal sur-
faces is very close to that of bulk ice Ih (0001) surface
(4.51Å×4.51Å), it was widely believed that water forms
bilayers on metal surfaces: a water molecule is connected
to three neighboring water molecules by H-bonds, con-
stituting a puckered hexagonal network, see Fig.1. How-
ever, such an idea was soon challenged by both experi-
ment and theory. In 1994, Held et al. first found that
the so-called water bilayer on Ru(0001) is actually a pla-
nar “single-layer” with a thickness � 0.1 Å in LEED
analysis [31]. Based on this result, Feibelman proposed
a half-dissociated overlayer model in 2002 [9]. In this
model, a half of water molecules are partially dissoci-
ated, leaving their OH and H groups adsorbed on top of
Ru atoms and forming H-bonds with neighboring non-
dissociated water molecules. The model yields a geom-
etry very close to that from LEED analysis; moreover,
quantum mechanical calculations based on DFT predict
that this half-dissociated structure is ∼0.2 eV/H2O more
stable than the intact bilayers.

Fig. 1 Atomic structure of (a) H-up and (b) H-down bilayer on
a closely packed metal surface, and (c) a two-bilayer structure.

Whether the half-dissociated layer truly exists on
Ru(0001) invoked intense discussion and much contro-
versy in the following years. For instance, the exper-
imental infrared absorption spectrum is closer to cal-
culated ones for the intact bilayer rather than for the
half-dissociated layer [32]. It questioned if the half-
dissociated model is the real structure observed in ex-
periment.

Through the following years of research and discus-
sion, a consensus concerning whether water dissociates
on Ru(0001) was finally reached: half-dissociated water
layers do exist but have to be activated (by high-energy
electrons, heat, etc.) [6]. This resolves the inconsistency
in different experiments and contradictions between the-
ory and experiment. However, the molecular structure
for the intact wetting layer on Ru(0001) is still unknown.

Despite the similar geometry among closely packed
metal surfaces, it turns out that the half-dissociated layer
is not a general structure. Shortly after Feibelman’s
proposal, Meng et al. showed that, on Pt(111), intact
bilayers are more stable than the half-dissociated layer
by > 0.24 eV/H2O [4]. Through ab initio MD simu-
lations, they also obtained vibrational spectra for vari-
ous water structures on Pt(111): vibrational frequencies
agree well with measured values in HREELS experiment
[33] if an intact layer were assumed. In addition, the
authors identified that there are two kinds of H-bonds
with different strengths in a water bilayer: a strong H-
bond and two weak H-bonds per (

√
3 × √

3)R30◦ unit
cell due to the asymmetry in OH coordination. Oga-
sawara et al. performed X-ray absorption experiments
and reached a similar conclusion, namely, water does
not dissociate on Pt(111) [34]. Intact wetting layers on
Pt(111) were identified to have a complex periodicity
[35, 36], (

√
37 × √

37)R25.3◦ for incomplete layers and
(
√

39 × √
39)R16.1◦ for complete layers in helium atom

scattering [37] and LEED experiments [38], and most
recently in STM [39].

Water adsorption on Cu(110) surface is another inter-
esting case. Whether the c(2×2) and (7×8) water phases
observed experimentally [40] contain dissociative water
molecules attracts many discussions, with controversial
evidences for each case. According to Ren et al.’s calcu-
lation, the two structures are very close in energy [7, 8].
It indicates that Cu(110) surface is a borderline for disso-
ciative and intact water adsorption. The authors carried
out ab initio MD simulations for both intact and dissoci-
ated water layers. The vibrational spectrum is extracted
from MD trajectory, and compared with experimental re-
sult in Fig. 2. The intact layer was found to be consistent
with experimental spectrum and new measurements per-
formed after the paper was published [40]. This study
further confirmed that water initially adsorbs molecu-
larly on Cu(110); however, water dissociation could be
activated by high energy electron- or photon-beam il-
lumination during measurements. The detailed atomic
structure in (7 × 8) phase before dissociation, however,
is still a challenge to the surface science community.

3.2 One-dimensional water chains

Besides two-dimensional monolayers and multilayers,
water also forms interesting structures of other dimen-
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Fig. 2 Calculated vibrational spectrum from ab initio MD sim-
ulations for (a) intact H-down bilayer and (b) half-dissociated
overlayer on Cu(110). Experimental vibration frequencies are also
indicated (vertical dashed lines). Right panels show schematically
vibrational modes and energies for an isolated water molecule.

sions. For instance, under certain conditions water forms
one-dimensional chains. Some examples include:

(1) As early as in 1995, Held et al. observed that
H2O forms stripes with a width of 6.5 substrate lattice
constants on Ru(0001) [41]. They have a general one-
dimensional character and present an isotopic effect.

(2) On the steps of Pt(111) surface, water prefers to
adsorb at the upper side of the step as a one-dimensional
chain with a width close to single water molecule [42].
Through ab initio calculations, Meng et al. proposed
that the water chain is a zigzag structure with one OH
of each water connects the neighboring molecules and
the other OH bond points inward or outward of the step
alternately [5]. They also showed that the structure on
steps is indeed energetically more favorable than on ter-
races.

(3) In 2006, Yamada et al. observed one-dimensional
water chains on Cu(110) along the [001] direction [43].
In addition, these chains are well separated and parallel
to each other, indicating a repulsive interaction between
them. Carrasco et al. identified the molecular struc-
ture of these parallel water chains by comparing their
high-resolution STM images with those from quantum
simulations [10]. Surprisingly, they found that the wa-
ter chains are built up from an arrangement of water
pentagons instead of hexagons! The latter is believed
for long to be the only stable constituent for ice struc-
tures. The presence of ice pentagons on Cu(110) is a
result of strong surface confinement, namely the large
strain in water hexagons pinned on Cu(110) substrate is
released by forming looser water pentagons while opti-
mized water-Cu interactions are maintained. In fact, ice
overlayers composed by tetragonal and octagonal H-bond
network have been already proposed to explain water ad-
sorption behavior on SiO2 [44] and salt [45].

(4) Other one-dimensional water chains also exist on
Cu(110) surface, forming (2 × 1) reconstructions along

[110] [46]. It is generally considered as a result of large
amount of OH groups involved in the structure.

3.3 Water clusters

At low coverage, water molecules arrange themselves to
form finite structures, see Fig. 3. Water monomer is be-
lieved to exist only at extreme low temperatures (<20
K), since water diffuses easily on metal surfaces and
forms clusters. The rapid diffusion was directly observed
by Mitsui et al. in 2002 using STM [47]. A peculiar ob-
servation is that water dimer diffuses 104 times faster
than monomer on Pd(111) at low temperature (40 K).
Meng et al. revealed in 2002 the adsorption structures
of both water monomer and dimer on a metal surface:
both adsorb on top site of metal atoms [4]. One of the
two molecules in a water dimer is closer to the surface
than the other, with its oxygen atom directly bonded
to the metal atom. The lower water molecule donates
a strong H-bond to the upper one, which only interacts
weakly with the metal surface through its two low-lying
H atoms (Fig. 3). Based on this optimized geometry for
a surface water dimer, if one assumes that the diffusion
process involves hopping from one top site to another,
the dimer and the monomer will experience a similar po-
tential barrier during diffusion (∼0.15 eV). This would
contradict above experimental observation. To resolve
this puzzle, Ranea et al. proposed that the tunnelling
process during water dimer diffusion is the key [48]. The
diffusion of a dimer proceeds via three consecutive steps:
i) upper water rotation around the fixed lower water,
ii) upper-lower water exchange, and iii) rotation of the
new upper molecule. The first and last steps proceed
with little barrier, while the height exchange of the two
molecules is dominated by the quantum tunneling of four
hydrogens through a barrier ∼0.22 eV. At low temper-
atures (<70 K), this tunnelling process is much faster
than thermal activated over-barrier processes, resulting
in the faster diffusion of water dimer than a mononer.

Fig. 3 Small water clusters on a metal surface: (A) Monomer,
(B) dimer, (C) trimer, (D) hexamer, (E) (H2O)29, and (F)
(H2O)35.
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An interesting cluster is water hexamer, which is said
to be the smallest ice block [49]. Water hexamers have
been observed on Ag(111) [50] and Cu(111) surfaces [51].
The effect of different metal surfaces on the thickness of
the hexamer and hydrogen bond lengths has been ana-
lyzed [51]. Meng et al. investigated adsorption of small
water clusters up to a size of (H2O)35, the latter could
serve as a model for three-dimensional water clusters on
surface [52].

3.4 General trends from quantum simulations

With above data from both experimental and theoreti-
cal investigations, we try to summarize some general fea-
tures and trends for water adsorption on different metal
surfaces, especially the trends for water monomers and
bilayers adsorption [5].

(1) Regarding the bonding geometry of water/metals,
it is generally observed that water prefers to lie flatly
near the top site of metal surfaces whenever possible, to
optimize water–metal interaction. The adsorption height
of monomers and the bottom water in bilayers increases
gradually in the order of Ru<Rh<Pd<Pt<Au, while the
height of the upper water keeps at 3.40 Å for H-up and
3.20 Å for H-down bilayer, as shown in Fig. 4. The struc-
ture also varies with water coverage. It is found that
on Pt(111) the adsorption height of the bottom water
shrinks from 2.69 to 2.63, 2.56, 2.49, 2.52, and 2.47 Å,
respectively, when the overlayer grows from 1 to 6 bi-
layers. In contrast, the height of the up water in the
first bilayer remains constant, 3.25±0.02 Å [Fig. 4(b)].
The constant height of the up water molecule in the first
bilayer indicates that the water–surface interaction is lo-
calized dominantly in the bottom layer and seems to be
a universal result for water adsorption on metal surfaces.

Fig. 4 The distance between O in water and the metal atom
beneath it, dOM, as a function of (a) the substrate, and (b) the
water coverage. In (a) the dOM for water monomers, and for the
bottom water and up water in the H-up bilayers on different sur-
faces are shown. In (b) dOM for the bottom and up water in the
first bilayer upon 1–6 bilayers adsorption on Pt are plotted. Lines
are for guidance to the eye.

(2) On the strength of water–surface bond, the adsorp-
tion energy of water monomers follows the same order
Ru>Rh>Pd>Pt>Au, as in the periodic table. This in-

dicates the close correlation between d-band occupancy
and water–metal bonding. Water–metal bond involves
mainly d-band–lone pairs interaction, the more unoccu-
pied d states above the Fermi level, the stronger water–
surface bonding is. Meanwhile, the adsorption energy of
bilayers on these metals makes little difference between
each other, except on Au, because of the modulation in
H-bonds.

(3) We are also concerned about how much the surface
affects water, the H-bonding, and its dynamics. The
answer can vary from case to case. The OH bond of
water is elongated and HOH angle is widened upon ad-
sorption. This indicates some charge transfer from O in
water to metal surfaces. Detailed analysis suggests that
the amount of charge transfer is on the level of 0.02e

per molecule. H-bonds are generally enhanced upon ad-
sorption. The H-bond lengths are usually shortened on
surfaces. In the dynamics aspect, the diffusion barrier
is found to vary from surface to surface, ranging from
0.1 (Au) to 0.3 eV (Ru) due to the different binding
strengths of water. The surface is also found to influence
the proton transfer process significantly [36].

On the other hand, water does not influence much the
structure of the surface. The relaxation of the surface
layer is usually minor, on the level of �0.05 Å. The metal
atom beneath the adsorbed water is usually pulled out by
0.02–0.04 Å. The anti-correlation effect in the oxygen–
metal separations, namely, the metal atom beneath the
bottom water molecule is pulled up while the atom be-
neath the upper H2O moves further into bulk, is also
observed, and in qualitative agreement with experiments
[31]. This effect leads to a surface roughness of about 0.1
Å in bilayer adsorption on metal surfaces.

3.5 Quantum motion of H atoms

We note that quantum effects of hydrogen nuclei in wa-
ter are important. Due to the small mass of hydrogen,
it is interesting to find out how the dynamical properties
of water change in the quantum-mechanical treatment
of H. The quantum effect of hydrogen nucleus was found
to reduce the barrier of proton transfer from 55 to 15
meV during OH− transport in liquid water, and there-
fore promote the proton transfer/tunnelling probability
significantly [53]. While for H3O−

2 clusters in gas phase
[54] and hydrated H3O+ in liquid water [55], this barrier
is completely washed out by nuclear quantum effects. It
also plays a role in water diffusion. The rearrangement of
H-bonds through quantum tunnelling is essential to the
rapid diffusion of water dimers on Pd(111) observed in
experiment [48]. As a prototype system, we have treated
the H-up and H-down bilayer conversion and bilayer dis-
sociation explicitly in both classical nudged elastic band
(NEB) method and the quantum terrain. We find that
the small barrier between the H-up and H-down bilayer
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is further lowered by quantum rotation of the upper H2O
molecule, and the tunnelling motion is dominant at tem-
peratures below 115 K.

We model the system by a one-dimensional double-
well potential and then solve the Schrödinger equation
for H2O numerically. First, we recalculate the barrier
by including the zero-point energy of H motion. In Fig.
5, a double-well potential and the eigen wavefunctions
for the H-up/H-down bilayer conversion on Pt(111) are
sketched. The potential is calculated from first-principles
by NEB method and then fitted by a quartic function.
The potential well A and B, separated in energy by
EA − EB � 24 meV, represent the H-up and H-down
bilayers, respectively. Between them is a classical migra-
tion barrier with a height as small as Ec = EC−EA � 76
meV. Assuming the heavy atoms are frozen during the
quantum rotation of the water molecule, solution of the
Schrödinger equation for H2O rotation in this poten-
tial identifies the lowest bound state at an energy of
EA0 = 33 meV, which is predominant in potential well
A. The other bound state, which has the lowest bound
energy but still higher than the classical barrier Ec, is
located at EA1 = 90 meV with the wavefunction ex-
tended throughout the whole double-well (Fig. 5). Thus,
by including the quantum rotation in water, the quan-
tum barrier for H-up/down conversion is found to be
Eq = EA1−EA0 = 90−33 = 57 meV, lowered by 19 meV
compared to the classic barrier. Using a D2O molecule,
the quantum barrier increases by 4 meV.

Fig. 5 The fitted potential for H-up/H-down bilayer conversion
on Pt(111). The two eigenvalues and corresponding wavefunctions
for H2O rotation are also shown.

At low temperatures, proton tunnelling through the
barrier is important or even dominant. The WKB ap-
proximation for the tunnelling probability is

Γ = e
−2
�

R √
2m[V (x)−E]dx � e−α

√
Eq (1)

where α takes a value of 24 eV−1/2, corresponding to the
mass of 2 H and potential minima separated by 1.4 Å.
The quantum tunnelling rate and the rate for overcoming
the barrier is then

Dq = W e−α
√

Eq for quantum tunnelling
(2)

Dc = W e−Eq/(kBT ) for classical activation

respectively, where W is the attempt frequency, W =
kBT

h [e�ω/(kBT ) − 1]. With realistic parameters, the rate
of quantum tunnelling is dominant in H-up/H-down con-
version below a temperature of about 115 K, where
Dq > Dc. At this temperature, the tunnelling rate is
determined to be 2×1011 s−1.

Employing the same approach, the barrier for bilayer
dissociation on Ru(0001) is found to be lowered by 30
meV (D2O) and 100 meV (H2O), respectively, when in-
cluding the quantum motion of the intermediate H atom,
while the classical barrier is 0.62 eV, calculated from
NEB method. The different barriers for H2O and D2O
dissociation, compared to the desorption barrier of 0.53
eV (above or below), which is hardly affected by quan-
tum motion of water, explain why some fraction of H2O
is dissociated while no D2O dissociation occurs in exper-
iments at low temperatures [32, 56, 57].

The quantum nuclear effect in surface water adlayers
has also been studied recently using an ab initio path
integral approach. Li et al. have looked at the quantum
delocalization of H atoms in a mixed water and hydroxyl
layer [58]. Interestingly, they found that, on strongly
bonded Ni(111) surface, the conventional distinction be-
tween a covalent OH bond and a H-bond disappears com-
pletely due to sharing of H by two oxygen atoms whose
distance is strongly strained by the presence of substrate.

3.6 van der Waals density functional investigation

In conventional density functionals, such as LDA or
GGA, the long-range vdW interaction is not included,
which could produce an underestimated adsorption en-
ergy for water layers on surfaces. During the last
decades, there have been persistent efforts to build vdW
interactions into density functional and great progress
has been achieved only recently. Lundqvist, Langreth,
and collaborators proposed a nonlocal correlation func-
tion that could describe long-range vdW energies in
molecular and extended systems [25],

Enl
c =

1
2

∫
drdr′n(r)φ(r, r′)n(r′) (3)

The new density functional is then,

EvdW
xc = EGGA

x + ELDA
c + Enl

c (4)

Note that, in the original proposal, the revPBE form
of GGA exchange is used for the best match with pa-
rameters used in Enl

c . Recently, other choices of GGA
exchange have been tested and optimized.

We have applied this approach to investigate the
bonding between intact and dissociative water layers on
Cu(110). The adsorption energies from different func-
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tionals are summarized in Fig. 6. It is clearly seen that,
for all XC functionals used here, the H-down layer has
the largest absorption energy among the three overlayer
structures. The energy differences between H-down and
H-up layers are 0.08, 0.06, 0.06, and 0.03 eV in PBE,
revPBE, vdW-DF/PBE (the label denotes a vdW den-
sity functional with PBE exchange; the same rule fol-
lows throughout this paper), and vdW-DF/revPBE, re-
spectively. The inclusion of vdW interactions decreases
the energy differences between the two intact structures,
largely because, in the H-up layer, the vdW attraction
between the upper water and the Cu surface not counted
by any means in GGA (even not via OH· · ·Cu bonding
as in the H-down layer) is now included. The energy
differences between H-down and half-dissociated layers
are larger, being 0.11, 0.14, 0.10, and 0.16 eV for PBE,
revPBE, vdW-DF/PBE, and vdW-DF/revPBE, respec-
tively. In the current approach using local bases, intact
layers have a higher adsorption energy, at variance with
the plane-wave results with a sparse k-point sampling
[7]. Nevertheless, for all functionals used here, the en-
ergy difference between intact and dissociative adsorp-
tion does not exceed 0.16 eV per H2O, indicating that
the two structures are close in energy and Cu(110) is
a borderline case for intact and dissociative water ad-
sorption [7]. We also notice that the revPBE functional
generally produces the binding energies too low to be
reasonable for water adsorption, almost at the half value
of that from PBE functional. Consequently, vdW-DF
employing a revPBE exchange also yields lower energies,
as compared to PBE and vdW-DF/PBE.

Fig. 6 Adsorption energies of water overlayer on Cu(110) in var-
ious density functionals and the hybrid vdW approach. Dashed
lines indicate the cohesive energy of ice Ih in vdW-DF/revPBE
(magenta) and vdW-DF/PBE (blue).

More importantly, all the reported energies for wa-
ter overlayer structures are lower than the correspond-
ing cohesive energy (Eice) of bulk Ice Ih. Employing
a 12-molecule Hamann’s model for Ice Ih [21], we have
calculated the cohesive energy of ice being 0.638 eV in

PBE, 0.741 eV in vdW-DF/PBE, and 0.560 eV in vdW-
DF/revPBE. With these numbers it means thermody-
namically no water overlayers considered above would
wet the Cu(110) surface, at variance with experimental
observation [40].

We propose a hybrid vdW-DF approach for obtaining
adsorption energies of water structures on metal surfaces,
namely, to use vdW-DF/revPBE for describing H-bonds
in ice adlayers (since it produces the best result for ice
Ih) and vdW-DF/PBE for water–Cu interactions to rem-
edy the underbinding problem in other functionals. In
practice, we calculate the adsorption energy of a sin-
gle water molecule in the same configuration as in the
water overlayers using both vdW-DF/PBE and vdW-
DF/revPBE, their energy difference ΔEa is then added
into the vdW-DF/revPBE adsorption energy of the cor-
responding overlayer on surface. In doing this, we assume
that the water–Cu interaction is not much disturbed by
the presence of H-bonds between water molecules and
can be separated from H-bonding interactions. Effec-
tively, this amounts to the vdW-DF/PBE treatment of
water–Cu bonds, and vdW-DF/revPBE of H-bonds for
water overlayer adsorption on surfaces, as formulated
above. It turns out that vdW-DF/revPBE energies of
single-water adsorption are quite similar to PBE results,
but both are much smaller than vdW-DF/PBE values.
The differences between the two vdW-DFs are added to
the vdW-DF/revPBE adsorption energy of water over-
layers on Cu(110). The numbers (H-down: 0.565 eV; H-
up: 0.503 eV; half-dissociated: 0.480 eV) are now much
closer to the cohesive energy of ice Eice (0.56 eV within
vdW-DF/revPBE). In particular, the H-down layer has
a larger adsorption energy than Eice, indicating that
it wets the Cu(110) surface thermodynamically, as ob-
served in experimen [40]. The (7 × 8) structure with
the majority of H-down water configuration is observed
to be a wetting layer on Cu(110). In reality, a mixture
of H-up and H-down layers in a larger periodicity will
have a larger adsorption energy, confirming further its
wetting ability. In addition, our results seem to suggest
that the wetting behavior of half-dissociated layer may
have a different origin: the hydrogen atoms from dissoci-
ated water molecules will easily diffuse away along [110]
grooves forming hydrogen molecules and being desorbed;
the mixed OH+H2O layer that is left has a very large
binding energy to Cu(110) (considering free OH and H2O
as references). Consequently, the half-dissociated layer
is highly stable and wetting.

3.7 Microscopic picture of water wetting

Water wetting on surfaces is a ubiquitous and important
phenomenon. It sensitively affects the mechanical prop-
erties (i.e., lubrication), chemical reactivity, hydrophilic-
ity and other functions of surfaces and interfaces. It also
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has a direct implication for water in biological systems
and biomedical applications. The wettability of surfaces
can be rationalized by energetics at the microscopic scale,
since, on such a scale, the macroscopic concept of con-
tact angle does not apply. The ratio between H-bond
energy and water adsorption energy (for monomers),
ω = EHB/Eads, is defined as a quantity characterizing
the wettability of a metal surface [49]. Qualitatively,
ω = 1 is the rough border between hydrophilic and hy-
drophobic interactions. The calculated wettability shows
an order of ω as ωRu � ωRh < ωPd � ωPt < ωAu, giving
a wetting order of Ru>Rh>Pd>Pt>Au. The Ru, Rh,
Pd, and Pt surfaces lie in the hydrophilic region; on the
contrary, Au is in the hydrophobic region, in agreement
with experimental observations [59, 60]. The wetting
order results essentially from the variation of the water–
metal interaction on these surfaces, because the H-bond
energy does not change appreciably on different surfaces.

3.8 Application: Designing a superhydrophilic surface

Based on the above microscopic criterion for water wet-
ting, we strive to apply it to the design of surfaces with
a desired wetting property. As an example, we design
a surface with extreme hydrophilicity. Using diamond
as a model, Meng et al. showed that the naturally
hydrophobic behavior of a hydrogen-terminated C(111)
surface can be manipulated by replacing the H termina-
tion with a monolayer of adsorbates [61]. In particular,
a mixed monolayer of 1

3Na and 2
3F atoms leads to super-

hydrophilic behavior, as characterized by an ω = 0.5 in
first-principles calculations. The physical origin of the
superhydrophilic behavior is attributed to the ionic na-
ture of the Na adatoms, which mediate the right degree of
binding strength between water molecules and the sub-
strate.

4 DNA bases identification using nanotubes

We now move to a more complex system comprising
a representing biological molecule, DNA, and a proto-
type nanostructure, CNT. Both DNA strands and CNTs
are prototypical one-dimensional structures. Single-
stranded DNA (ssDNA) and CNTs have complemen-
tary structural features: ssDNA is a flexible, amphiphilic
biopolymer, while CNTs are stiff, strongly hydrophobic
nanorods. Therefore, they can be assembled to form
a stable hybrid structure. Indeed, ssDNA of different
lengths, either small oligomers consisting of tens of bases
[62, 63] or long genomic strands (∼100 bases) [64], wrap
around single-wall CNTs forming tight helices, as ob-
served by atomic force microscopy (AFM). Similarly,
double-stranded DNA (dsDNA) [65, 66] and fragmented
dsDNA (a hybrid of both ssDNA and dsDNA) [67] can

also be associated with a CNT though less efficiently.
In addition, as predicted theoretically [68, 69] and con-
firmed experimentally [70] by high-resolution transmis-
sion electron microscopy, DNA can be encapsulated into
the CNT interior. While the structures of DNA and
CNTs, each in its natural form and environment, are
well established (e.g., the B-DNA form in solution [71],
or isolated CNTs [72]), the molecular structure for the
combined DNA–CNT systems and the nature of the elec-
tronic interaction remain elusive [62–65, 73–78]. We have
employed a quantum mechanical approach based on DFT
to describe the atomic, electronic, and optical properties
of DNA–CNT hybrid [11, 12].

4.1 Adsorption structure

The first step in attempting to understand the DNA–
CNT interaction is to establish the possible binding ge-
ometries in a DNA-CNT system, beginning with the
structure of a single nucleotide adsorbed on the CNT
surface [11]. In order to study this local interaction, we
have used nucleosides, consisting of a base, a deoxyribose
sugar group and terminated by OH at the 3’ and 5’ ends.
The phosphate group of a nucleotide is not included (in
the following, we identify nucleotides by the same sym-
bols as the bases). We use the semiconducting (10, 0)
nanotube, which is abundant during synthesis and has
a diameter of 7.9 Å, as a representative CNT. We first
determined the energetically favorable configurations of
the nucleosides on the nanotube with the CHARMM pro-
gram [79] using the standard force-fields [80]; the struc-
tures were further optimized using DFT in LDA. The
structural relaxation was carried to the point that the
calculated forces on each atom have a magnitude smaller
than 0.005 eV/Å.

Compared to the planar structure of graphene, CNTs
have a curved surface that perturbs only slightly the nu-
cleoside adsorption positions but results in many inequiv-
alent adsorption geometries. We performed an extensive
search of the potential energy surface of each adsorbed
nucleoside with the successive confinement method [81].
The potential energy surfaces of biomolecules are ex-
tremely complicated [82–84] and currently preclude di-
rect exploration with ab initio methods. The search re-
turned 1000 distinct potential energy minima for each
base/CNT system, with the global energy minimum
structures shown in Fig. 7. The room temperature pop-
ulations of each minimum range from 10−10 to 50%. De-
spite the numerous configurations, we found that only
very few of them are dominant with significant room
temperature populations. For instance, there are only
three dominant configurations for A, with populations
of 28.4%, 27.6%, and 10.1%; three configurations for G
(populations: 45.9%, 20.8%, and 7.2%), and four for T
(populations: 11.2%, 5.0%, 4.1%, and 2.0%), and four
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for C (populations: 25.2%, 6.8%, 4.3%, and 3.2%). To-
gether, these three to four structures represent the ma-
jority of the total population of configurations.

Fig. 7 The most stable configuration for DNA bases (A, C, G,
T) adsorption on CNT (10, 0).

In the context of the quantum approach, it is the ex-
plicit polarization of electronic charge that contributes to
interaction between the nucleosides and the CNT. The
local structure, that is, covalent bond lengths and bond
angles, shows little deviation from that obtained with
the force-field (of order of 0.02 Å and 1◦), while the opti-
mal CNT-base distance is reduced by ∼0.3 Å. The base
adsorption induces a very small distortion of the CNT
geometry, consisting of a 0.02 Å depression on the ad-
sorption side and a 0.007 Å protrusion on the opposite
side. The calculated interaction energy is 0.43 to 0.46 eV
for the four nucleosides. This value is very close to the
LDA calculation of adenine on graphite (0.46 eV) [85]
but is significantly lower than the vdW energy of 0.70
to 0.85 eV from the CHARMM calculations (0.70 eV for
C, 0.77 eV for T, 0.81 eV for A, and 0.85 eV for G).
For comparison, the experimental value extracted from
thermal desorption spectroscopy for adenine on graphite
is 1.01 eV [86], which is reasonably close to the sum of
the dispersion and electronic interaction energies (1.1–
1.3 eV). Direct application of vdW-DF to the problem
of DNA adsorption on CNT is under way.

4.2 Electronic structure

An essential aspect of the DNA–CNT interaction, and
a cornerstone of ultrafast DNA sequencing approaches
based on such a combined system, is the electronic struc-
ture of its components. The electronic properties of the
DNA–CNT can be studied through first-principles quan-
tum mechanical calculations at the single-nucleotide level
[11, 87]. The interaction between nucleosides and a CNT
is illustrated in Fig. 8(a): in this figure, the density iso-

surfaces of the charge density difference upon adsorption
of nucleoside A on the CNT is shown as a representative
example of the CNT-nucleoside interaction. The inter-
action mainly involves the π orbitals of the base atoms,
especially the NH2 group at its end, and of the carbon
atoms in the CNT. The sugar group of the nucleoside, on
the other hand, shows little perturbation in its electronic
cloud, mainly in the region proximate to the CNT.

Fig. 8 (a) Isosurfaces of the charge density difference at levels

of ±0.002 e/Å
3

in superposition to the atomic structure for A-
nucleoside on CNT. The charge density difference is obtained by
subtracting the charge density of the individual A-nucleoside and
CNT systems, each fixed at their respective configurations when
they are part of the A/CNT complex, from the total charge density
of the A/CNT combined system: Δρ = ρ[A/CNT]−ρ[A]−ρ[CNT],
where ρ is the charge density. Electron accumulation and deple-
tion regions are shown in blue (+) and red (–), respectively. (b)
Planar-averaged charge density along the normal direction to the
base plane, illustrating the mutual polarization of π orbitals.

The mutual polarization of π orbitals in the DNA base
and the CNT is more obvious in the planar-averaged
charge density along the normal to the base plane, as
shown in Fig. 8(b). Upon adsorption, the base plane
of adenine is positively charged with electron accumu-
lation (near the base) and depletion (near the CNT) in
the region between the two components. Integrating this
one-dimensional charge distribution in the base and the
CNT region, respectively, reveals a net charge transfer
of 0.017e from A to CNT, assuming the two components
are partitioned by the zero difference-density plane close
to the CNT wall. This net charge transfer of 0.017e

from the base to the CNT is rather small compared to
that for a typical chemical bond but is consistent with
the weak vdW type of interaction between nucleosides
and the CNT in this physisorbed system. Moreover,
though small it is, this net charge transfer may produce
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an enhanced sensitivity in the CNT wall for the detection
of molecules attached to it, through measuring, for in-
stance, the shift of Raman peaks in the CNT vibrational
modes [88].

A detailed analysis of the contributions to the total
energy of the system reveals that the attraction between
the nucleoside and the CNT is due to XC interactions.
Figure 9 shows the total energy, and the decomposed
XC energy and kinetic energy of Kohn–Sham particles
as functions of the distance between the DNA base A
and the CNT wall. We find that the total energy has
a minimum at d = 3.0 Å, where the XC energy is neg-
ative and the kinetic energy is positive, indicating that
the nucleoside-CNT attraction arises from XC effects.
Beyond the equilibrium distance, the kinetic energy is
lowered and has a minimum at d = 3.75 Å, while the XC
energy keeps increasing and even becomes repulsive in
the range of d=4–5.5 Å. Similar results were found for
A adsorbed on graphite [85] and on Cu(110) [89].

Fig. 9 Relative total energy, the decomposed exchange-
correlation (XC) energy and kinetic energy of Kohn–Sham orbits
as functions of the base-CNT distance (d) for the DNA base A
adsorption on CNT (10, 0).

For a direct real-space identification of DNA bases on
CNT, a STM image would be useful. We have simulated
the STM images based on the Tersoff–Hamann theory
[90]. The STM images in Fig. 10 correspond to the ap-
plied voltage of +1.4 V, which integrates the charge den-
sities of states within the energy range of –1.4 to 0 eV
below the highest occupied molecular orbital (HOMO,
including HOMO). It is clear that the STM images for
the four DNA nucleoside have different spacial charac-
teristics, which, with sufficient image resolution, could
provide the identification of the four bases directly.

Fig. 10 Simulated STM images of DNA bases on the (10, 0)
CNT.

4.3 Optical properties

Hughes et al. [91] recently measured the UV-vis absorp-

tion of ssDNA homopolymers consisting of 30 bases
wrapped around CNTs in aqueous solution. Different
DNA homopolymers show significant differences in opti-
cal absorption (both magnitude and peak positions) in
the ultraviolet range of 200 to 300 nm. The difference
between absorption by the DNA–CNT combined system
and the isolated, bare CNT constitutes the absorption
signature of the DNA strand attached to the CNT wall.
There are significant differences in the obtained spectra
from case to case in terms of absorption peak positions
and their relative intensity. For instance, there are two
peaks for A at 266 and 213 nm, with the second having
twice the intensity of the first; there are also two peaks
at 275 and 204 nm for C, with the first peak showing
higher intensity.

In order to understand the observed DNA absorbance,
Meng et al. calculated orientation-dependent absorption
spectra of DNA bases adsorbed on single-wall CNTs [12],
as shown in Fig. 11. The spectra were obtained by align-
ing the polarization direction of incident light (the direc-
tion of the electric field-vector) as those arrows in the in-
sets. All of spectrum changes upon adsorption on CNT
can be reproduced accurately. CNTs have a dominant,
intrinsic, and diameter-independent absorption peak in
the UV region at 236 nm with polarization perpendicular
to their axis [92]. Therefore, only photons with polariza-
tion parallel to the CNT axis are available to interact
with the attached DNA bases, or equivalently, the nan-
otube produces a local electric field aligned along its axis
(the so-called “hypochroism” effect). This explains why
the absorption spectra of the DNA bases change when
they are attached to the nanotube wall — the direction
of tube axis is in fact the preferred direction for UV
absorption by the bases. Consequently, the agreement
of the calculated changes in absorption with the experi-
mental results strongly suggests that there is a preferred
absorption direction for the bases on the CNT, a de-
sirable feature favoring ultrafast DNA sequencing based
on optical properties of this system. This result is fur-
ther supported by the comparison between the calcu-
lated linear dichroism curves and the measured ones [93].
Therefore, the arrow in the insets of Fig. 11 also shows
the direction of CNT axis, along which the experimen-
tal absorbance spectra of ssDNA wrapped on CNTs are
best reproduced. The orientations of the nanotube axis
relative to the bases as determined from this approach
agree well with the global energy-minimum structures
from force-field calculations, the only exception being
T. Specifically, the directions of the nanotube axis from
absorbance spectra, linear dichroism, and structural op-
timization are 89◦, 105◦, and 98◦ for A; –100◦, –84◦, and
–90◦ for C; –58◦, –30◦, and –61◦ for G; and 39◦, 40◦, and
75◦ for T. Overall the agreement between experiment
and theory is reasonable, given the complicated nature
of both the experimental measurements and theoretical
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Fig. 11 Absorption spectrum of DNA bases averaged over all field directions (dashed lines) and along a particular direction
(indicated by double-headed green arrows in the insets) which mimics the nanotube axis (solid line). These spectra reproduce
adequately the experimentally measured spectra in solution. Vertical arrows indicate intensity changes (“↑” for increase
and “↓” for decrease) in experimental spectra after base adsorption on the CNT. Linear dichroism spectra that best match
experiment are also shown on top of each panel.

results. This provides a way to determine the base ori-
entation relative to the nanotube axis in the DNA–CNT
system from the optical absorption data.

5 Organic dyes binding on oxides

Dye-sensitized solar cells (DSSCs) are believed to be one
of the most attractive renewable and low-cost energy so-
lutions, which may replace fossil fuels in the 21st century
[1, 13, 14]. A DSSC benefits from its imitation of natural
photosynthesis in that it separates sunlight absorption —
which requires a large space — from electron collection
processes that need highly pure materials and being most
efficient on a small length scale. The biggest challenge to
develop DSSCs is to realize both functions in the same
system and to improve efficiency on both sides.

By combining dye sensitizers with oxide semiconduc-
tor nanoparticles, DSSCs resolve this conflict. Visi-
ble light absorption efficiency is improved by >1000
times on nanoparticles, compared to that of single-
crystal surfaces, due to high surface/volume ratio of

the former [1]. Nevertheless, the stability of the or-
ganic dye/semiconductor interface and the mechanism
of electron–hole separation upon photoexcitation require
careful inspection.

Invoking a quantum mechanical treatment of the
dye/TiO2 interface, Meng et al. attacked this problem
[13, 14]. They first calculated the binding geometry and
energy of representative organic dyes, anthocyanin and
model JK dyes, on the stable anatase (101) surface. The
most stable binding configuration for cyanidin was de-
termined to be that adsorption onto neighboring Ti ions
along [010] via carbonyl and hydroxyl groups of its ring-
B with Ti–O bond lengths of 1.97 and 1.91 Å, respec-
tively (Fig. 12). Moreover, the calculations reveal that
upon adsorption cyanidin transfers the H of the hydroxyl
group to the TiO2 surface, with a small barrier of 0.23
eV. The deprotonation process lowers the system energy
by 0.27 eV, resulting in a cyanidin binding energy of 1.0
eV on TiO2, rendering a stable dye/semiconductor inter-
face at room temperature. More importantly, the depro-
tonation of cyanidin modifies the electronic structure of
the interface: its HOMO is up-shifted into the bandgap
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Fig. 12 Electron–hole dynamics after photoexcitation at the organic dye-TiO2 interface. Dashed line is a result fitted by
a constant delay followed by an exponential decaying dynamics. Left and right panels show the contour plot at 0.004 e/Å

3

of electron (hole) density upon photoexcitation (t = 0) and after separation (t = 112 fs).

region of TiO2, and the lowest unoccupied molecular or-
bital moves toward the edge of conduction band of TiO2.
This is critical for electron–hole separation, because ex-
cited electrons after sunlight absorption need to inject
into the TiO2 conduction band very efficiently.

The electron injection efficiency upon excitation
was further investigated using first-principles elec-
tron dynamics simulations based on TDDFT [13].
An ultrafast electron-hole separation process at the
anthocyanin/TiO2 interface is illustrated in Fig. 12. A
pair of electron and hole are generated upon photon ab-
sorption at time t = 0. Excited electrons will inject into
the conduction band of the TiO2 at a time scale of 100
fs, while holes stay stable and confined within the dye
molecule. Therefore, they are spacially separated before
recombination could take place, contributing to the pho-
tocurrent in the solar cell device.

Meng et al. also extended to demonstrate further that
various factors including dye molecular size, binding ge-
ometry, and point defects on the TiO2 surface will influ-
ence electron collection efficiency [14]. Experimentally,
it is observed that, at various dye/TiO2 interfaces, the
timescale of excited electron injection ranges from the
shortest 3 fs (biisonicontinic acid, in vacuum) [94] to 100
ps (Ru-complex N719, triplet state injection, in devices)
[95]. The huge time span suggests that rich physical
factors may play a role. Predicted from exponential de-
cay of tunneling electron density when increasing sepa-
ration distance in a non-adiabatic process, electron in-
jection will be 3.3 times slower with the addition of a
CH2 group inserted between the dye molecule and the
semiconductor. This was indeed observed in experiments
using Re dyes (ReC1A–ReC3A) [96]. However, this pro-
nounced time increase is not observed in experiments
on Zn-porphyrins with one or four oligo(phenylethylny)
bridges [97]. From their TDDFT simulations, Meng and

coworkers found that, among the three organic dyes they
investigated, longer molecules do involve a longer injec-
tion time, which is consistent with intuition. Further-
more, the time elongation is only 1.2 times (by insert-
ing a (CH)2 group) or 1.3 times (inserting a thiophene
group). This indicates that adiabatic processes play a
major role in these cases, which also explains the Zn-
porphyrin experiment [97].

The dye adsorption configurations significantly affect
electron injection. By comparing to measured spectra,
intact and dissociative dye adsorption are identified. The
former is 30 to 50 fs slower than the latter. Different ad-
sorption configurations of intact dyes result in injection
time varies by threefold. The difference is mainly caused
by the interface dipole moments. A positive dipole at the
interface introduces an upshift of conduction band mini-
mum, which will suppress excited electron transfer from
the dye molecule to semiconductor conduction bands.

The semiconductor surface also imposes a fundamen-
tal influence on electron–hole dynamics. Dye adsorption
on surface oxygen vacancies is very stable; it leads to a
strong electronic coupling between the dye and the sur-
face resulting in an electron injection time of ∼50 fs, 2 to
3 times faster than that on defect-free surfaces. However,
this improvement is at the cost of fast electron–hole re-
combination, which will reduce device efficiency. These
simulations could explain well the two injection times at
40 fs and 200 fs observed in experiments, which would
correspond to adsorption on defects and on clean sur-
faces, respectively.

Besides electron injection, the back transfer of injected
electrons was also studied. All these results indicate that
electrons and holes are separated in space at a time ∼200
fs, to assure DSSCs work well. Quantum simulations of
electron dynamics provide helpful insights and guidelines
as to tune the nanoscale and ultrafast processes and to
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maximize the energy conversion efficiency of DSSCs.

6 Conclusions

We have applied quantum mechanical simulations based
on DFT and TDDFT to address the structure and
interaction mechanism of three prototype molecule-
surface systems: water/metal, DNA/CNT, and organic
dye/TiO2. Based on these studies, some general conclu-
sions can be drawn:

(1) Quantum mechanical calculations yield the bind-
ing configuration of molecules on surface as well as
the changes in molecular structure upon adsorption,
such as dissociation, bond elongation, and bond angle
changes. Such a delicate structural information in ad-
sorption systems is not available in empirical simulations,
thus representing a unique advantage of quantum sim-
ulations. The obtained adsorption structure generally
agrees with experimental measurement — the geometry
of half-dissociated water layer on Ru(0001) being an ex-
ceptional example.

(2) Charge transfer between molecular adsorbate and
the substrate is a ubiquitous feature in quantum simu-
lations of molecule–surface interaction. However, the di-
rection and amount of charge transfer vary from case to
case depending on the electronic nature of the molecule
and the surface. For example, both being a wide-gap but
polarizable molecule, water received 0.02e from metal
surfaces, while DNA bases lose roughly the same amount
of electrons to CNTs.

(3) Concerning the dynamics of molecules on surface,
both ion dynamics based on DFT forces and electron
dynamics based on TDDFT can be carried out in the
context of quantum mechanics. Ab initio MD simula-
tions yield an equal-footing treatment of intra- and inter-
molecule vibrations, producing accurate, environment-
dependent vibrational frequencies, which can be directly
compared to experiment and used for molecular recogni-
tion. Electron dynamics simulation is more complicated
and time-consuming due to its extremely small timestep
(∼1 attosecond). Nevertheless, following evolution of
electronic wavefunctions, ultrafast electron-hole separa-
tion within 200 fs after photoexcitation at the organic
dye/TiO2 interface is observed. A systematic investiga-
tion of interface electron dynamics identifies a variety of
influencing factors and trends. Kinetic parameters, such
as diffusion and dissociation energy barrier, can also be
obtained from quantum calculations.

(4) New developments in quantum simulations, such
as the inclusion of vdW forces into density function-
als, quantum nuclei treatments, more accurate exact ex-
change calculations with random phase approximation
[98], and quantum Monte Carlo simulations, improve fur-
ther the credibility of quantum approaches in describing

molecule–surface interactions. The proper inclusion of
vdW energies for water adsorption on Cu(110) could pos-
sibly lead to a new understanding of water wetting. The
quantum nuclear effects in the H-up/H-down water bi-
layer conversion modifies the classical barriers by tens of
meV.

Molecule interaction with important surfaces is es-
sential in many modern technological applications. A
quantum approach not only provides accurate atomic
structures and energies but also reveals the electronic
mechanisms, such as polarization and charge transfer.
In addition, dynamics simulations provide direct evi-
dences about stability and reaction pathways and pro-
duce spectroscopic data that can be directly compared to
experiment as well as to illustrate electron injection and
transport at the nanoscale. Thanks to the explosive de-
velopments of computer power and improved algorithms
during past decades, we have every reason to believe that
quantum mechanical simulation will continue to play an
even larger role in the course of surface science research.
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quera, P. Ordejón, and D. Sánchez-Portal, J. Phys.: Con-

dens. Matter, 2002, 14: 2745

16. P. Hohenberg and W. Kohn, Phys. Rev. B, 1964, 136: 864

17. W. Kohn and L. J. Sham, Phys. Rev. A, 1965, 140: 1133

18. G. Kresse and J. Furthmüller, Phys. Rev. B, 1996, 54:

11169
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