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We present a detailed study of optical absorption spectra of finite-size structures, using a method based on
time-dependent density-functional theory (TDDFT), which involves a self-consistent field for the propagation of
the Kohn–Sham wavefunctions in real-time. Although our approach does not provide a straightforward
assignment of absorption features to corresponding transitions between Kohn–Sham orbitals, as is the case in
frequency-domain TDDFT methods, it allows the use of larger timesteps while conserving total energy and
maintaining stable dipole moment oscillations. These features enable us to study larger systems more efficiently.
We demonstrate the efficiency of our method by applying it to a hydrogen-terminated silicon cluster consisting of
364 atoms, with and without P impurities. For cases where direct comparison to experiment can be made,
we reproduce the absorption features of fifteen small molecules [N2, O2, O3, NO2, N2O, NH3, H2O, H2CO,
H2CO3, CO2, CH4, C2H2, C2H4, C2H6, C6H6] and find generally good agreement with experimental
measurements. Our results are useful for the detection and the determination of orientation of these molecules.

Keywords: optical absorption; TDDFT; nanoclusters; molecules

1. Introduction

Optical excitation of finite-size structures like mole-

cules and clusters is one of the most fundamental and

versatile methods for investigating their structure and

stability, since experimental measurements can be

linked to the electronic structure by careful analysis

of the excitation spectrum. An ideal approach would

employ a consistent theoretical framework and com-

putational parameters to obtain the optical properties

of systems of any size and composition. Such a general

method is not currently available. Methods that can

obtain very accurately the optical properties of very

small systems of limited compositional variability do

exist, but these methods cannot be applied to large

systems because of their very high computational cost,

which often scales exponentially with (or as a very

large power of ) system size. Methods that can handle

large systems usually have to rely on approximations

that sacrifice accuracy for the sake of efficiency, and

can access the general trends of optical excitations but

often cannot reproduce the details which are crucial for

small systems. In this work we present an alternative

approach bridging these two extremes, which should be

a useful tool for investigating the optical properties of

a wide range of finite-size structures.

In order to validate our approach, we apply it to

the study of the optical properties of a representative

group of small molecules, for which accurate experi-

mental measurements exist. Application to a large

atomic cluster, consisting of 220 Si and 144 H atoms, is

also reported to demonstrate its efficiency. The optical

properties of the molecules we chose to study are

actually intrinsically interesting for a variety of rea-

sons. Small molecules encountered in either high

concentration (N2, O2, H2O, CO2) or low concentra-

tion (O3, NO2, NO, formaldehyde) in the Earth’s

atmosphere, play an important role in shielding living

organisms from harmful solar ultraviolet (UV) radia-

tion reaching the Earth’s surface [1–3]; these molecules

also play a role in modifying the composition of the

atmosphere [4–7]. Some small hydrocarbons, including

methane, ethane, acetylene, ethylene, and benzene, are

crucial in the photochemistry of the Earth’s upper

atmosphere [6,8] and in various industrial applications.

The UV absorption of these molecules is of particular

interest, since they are activated under UV light.
Theoretical studies, based on ab initio quantum

chemistry approaches, can easily provide a complete
description of the energies, geometries, and dynamics of

excited states of these small molecules with sufficient
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accuracy and at a reasonable computational cost,
without invoking any important approximations.
Examples of such methods are configuration interac-
tion (CI) [9], coupled cluster (CC) [10], and complete
active space perturbation theory (CASPT) [11]. While
the majority of previous such theoretical studies of
small molecules focus on their atomic structure and
electronic properties, some calculations of their excited
states and photoabsorption spectra have also been
reported [12]. These studies typically compare the
excitation energies with experimental values but do
not provide a detailed analysis of the relationship
between absorption peaks and the corresponding elec-
tronic structure. As mentioned, these methods cannot
usually be applied to large systems containing more
than �100 atoms.

An alternative approach employs density func-
tional theory (DFT) and its time-dependent version
(TDDFT). Although an exact formulation,
DFT/TDDFT in practical usage has to invoke approx-
imations of the exchange-correlation effects among
electrons [14–16]. The adiabatic approximation is
usually employed in TDDFT approaches, and this is
also the case in the present work. Compared to the
high-level, computationally demanding methods,
TDDFT in its current form has spectral accuracy
close to that of the quantum chemical approaches
(for example, CASPT, with exceptions in cases of
charge transfer and multiple excitations) [13,17], and
computational cost scaling as O(N 3) with N being the
size of system, which is better than time-dependent
Hartree–Fock theory [18,19]. We note here that the
current form of TDDFT with adiabatic local or
semilocal approximations does not offer an improve-
ment over DFT description of excited states involving
charge transfer, which is long ranged in nature, and
double excitations [19,20]. Traditionally, TDDFT cal-
culations are performed in the frequency domain
[20–23] within the linear response approximation to
an external field of a given frequency. The absorption
spectra and oscillator strength are obtained by calcu-
lating the poles of the density–density response func-
tion. This approach has proven very successful in
reproducing the observed vertical excitation energies
and oscillator strength of small molecules, and has
been pursued extensively in the last decade with
various approximations for the exchange-correlation
energy functionals [24–27] and types of basis-sets
[25,28–30]. It has also been compared to different
types of quantum chemistry methods [20,30,31]. In
these cases, excited states in a small energy range,
typically up to �10 eV, are calculated, since at higher
excitation energies the number of fictitious
electron–hole pairs increases significantly and the

frequency-domain TDDFT calculations become
very difficult. Some fundamentals and application
examples, together with a perspective on future chal-
lenges in TDDFT are provided in [32].

In contrast to the frequency-domain formulation of
TDDFT, real-time propagation of wavefunctions
[33–36] can produce the full absorption spectrum by a
single calculation, albeit at the cost of a large number of
propagation timesteps [33–35]. This type of TDDFT
implementation for full-spectrum calculations has
already been introduced by Rocca et al. [37]. In
addition, a real-time approach has the advantage of
automatically including non-linear effects since it does
not rely on perturbation theory. A practical problem in
real-time TDDFT calculations for finite-size structures,
especially for polar ones such as water and ammonia, is
that the electron density is very sensitive to the external
field so that a very small timestep is needed to ensure the
conservation of the total energy. In our approach we
solve this problem by imposing a time-dependent self-
consistent condition during the time evolution of
Kohn–Sham (KS) wavefuctions. TDDFT simulations
with a self-consistent field (SCF) are not new, and have
been applied to electron dynamics [34] and implied in
general procedures [35]. However, they have seldom
been used for optical calculations [38] and their appli-
cability in this domain has not been carefully examined.
Here we apply this approach to the calculation of
photoabsorption spectra of small molecules and dem-
onstrate that it improves the efficiency of TDDFT
without affecting its accuracy, thus making it feasible to
explore efficiently a wide range of systems.

All of the optical absorption peaks for the mole-
cules we studied are located in the region from 80 to
250 nm (15.5 to 4.96 eV), except for NO2 whose
spectrum has a small peak around 367 nm (3.38 eV).
We emphasise that our work does not focus on
improving the accuracy of calculated excited energies
for the selected molecules, which have already been the
subject of extensive, higher level quantum chemistry
calculations [24,26,30,31]. Therefore, an exhaustive
comparison of the present results to previous calcula-
tions is not of interest here. Instead, we compare the
overall features of our spectra with experimentally
measured ones in a wide energy range (3–15 eV) and
concentrate on the prominent absorption peaks
(bright) rather than less important features (dark).
Through these results, we elucidate the relationship
between the optical absorption bands and the corre-
sponding state transitions, based on calculated wave-
functions and transition dipole moments (TDM). The
calculated TDM can be used to identify the molecules
and their orientation based on electronic or optical
information from each transition channel. Our results
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provide a consistent reference point for comparison
with optical absorption spectra measured in experi-
ments, with which they are in generally good agree-
ment. When possible, the calculated spectrum is also
compared with previous TDDFT-based theoretical
studies, which confirms that the accuracy of our
approach is comparable to that of similar methods.

2. Computational methods

The first-principles calculations were carried out with
the SIESTA code [40]. We use pseudopotentials of the
Troullier–Martins type [41] to model the atomic cores,
and the Ceperley–Alder form [42] of the local density
approximation for the exchange-correlation functional,
as parameterised by Perdew and Zunger [43]. Periodic

boundary conditions with box sizes of 7–13 Å to
minimise interactions with periodic images are
employed to calculate Hartree energies. Larger unit
cells do not alter our results due to the localised nature
of atomic basis. An auxiliary real space grid equivalent
to a plane-wave cutoff of 100 Ry is used. For geometry
optimisation, a structure is considered fully relaxed
when the magnitude of forces on the atoms is smaller
than 0.01 eV Å�1. We use a basis of double-zeta
polarised orbitals. For C, the basis set includes two
radial functions to represent the 2s states with confine-
ment radii rs¼ 5.12 au and two additional 2p shells plus
a d-type polarisation shell for p electrons [44] with
confinement radii rp¼ rPol:p ¼ 6.25 au, so that the total
number of basis functions for a C atom is 2� 1þ
2� 3þ 1� 5¼ 13. The use of additional polarisation
orbitals is necessary, since d polarisation functions are
essential for TDDFT excitation energy calculations
[30]. For N atoms we use a similar basis of 13 orbitals,
including two 2s shells, two 2p shells, and a d orbital for
p-electron polarisation with radii rs¼ 4.50 au, and
rp¼ rPol:p ¼ 5.50 au, respectively. The number of orbitals
for O is also 13, with two 2s shells, two 2p shells, and a d
polarisation shell with confinement radii rs¼ 3.93 au
and rp¼ rPol:p ¼ 4.93 au, respectively. For Si and P,
thirteen numerical atomic basis: two 3s shells with
rs¼ 5.01 and 4.56 au, two 3p shells and a 4d polarisation
shell with confinement radii rp¼ rPol:p ¼ 6.27 and 5.57 au,
respectively, are considered. Finally, two radial shapes
for the 1s orbital and a p-type polarised orbital with
confinement radii rs¼ rPol:s ¼ 6.05 au are employed for
H. For the systems under study it was found that
inclusion of additional shells (such as C 3s orbitals) does
not alter noticeably the results, nor does the partial core
correction in pseudopotentials. The completeness of the
basis is evident from the fact that the f-sum rule for all
small molecules is in the 96–98% range.

We have modified the TDDFT scheme, used in

earlier work to calculate optical absorption of small

biological molecules like DNA bases [45,46] based on

linear response, to include a self-consistent time

propagation of the electron density. A self-consistent
field has been used in TDDFT simulations of electron

dynamics in small metal clusters [34] and has been

proposed in general procedures of TDDFT propaga-

tion [35], but it has not been applied to the calculations

of optical properties [38] and its validity and effective-
ness remain unexamined. This approach, when applied

to a photoabsorption calculation which is essentially

within the linear response regime, proceeds as follows:

at time t¼ 0, an initial diagonalisation step is per-

formed to obtain the Kohn–Sham wavefunctions for
each orbital under a perturbative external electric field.

The resulting KS eigenstates are denoted as {�j (0)},
where j is the index of the occupied states. At t40, the

external field is switched off and the KS orbitals are

allowed to evolve. The time propagation of {�j (t)} is
realised by multiplying it by the propagator

exp(�iH[�, tn] Dt), at the nth step tn¼ nDt:

�j ðtn þ DtÞ ¼ exp �iH½�, tn� Dtð Þ �j ðtnÞ: ð1Þ

Here H is the DFT single-particle hamiltonian, includ-

ing the kinetic energy operator, �(�h2/2m)r2, and the

electron–electron, electron–ion, and ion–ion interac-

tions; � is the time-dependent density of electrons,
�(t)¼

P
j |�j(t) | 2, which enters the Hartree term (elec-

tron–electron repulsion) and the exchange-correlation

term of the hamiltonian. The propagation of KS

orbitals is based on the variation of TDDFT action
functions in the adiabatic approximation. The detailed

description of the self-consistency loop was presented

in [47].
The TDDFT density evolution with the

self-consistency loop increases significantly the stability

of the simulation, therefore a longer timestep can be
used. To illustrate these features, we report the results

for the optical absorption spectrum of quinone-imine,

an interesting biomolecule which is a key component of

melanin [48]. This molecule has a small optical gap. In

Figure 1(a) we compare the total energy of this molecule
as a function of time during time evolution with and

without the self-consistency loop, using a relatively large

timestep, Dt¼ 0.0102 fs. At time t50 there is an electric

field of 0.1V Å�1 applied along the short axis of the

molecule, which is abruptly switched off at t¼ 0. In the
regular time-propagation scheme without the self-

consistency loop, the larger the timestep we use, the

sooner the total energy of the system diverges; for

Dt¼ 0.0102 fs, this occurs around t¼ 12 fs. When self-
consistency is imposed by the scheme described above,
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we find that it leads to excellent total-energy conserva-
tion, with variations smaller than 1.5meV (or 0.06% of
the total energy) after 40 fs. This energy stability comes
from the fact that the hamiltonian obtained with SCF,
H(�) (tn5�� tnþ1), approximates the exact one better
than the hamiltonian without SCF, H(tn), for the time
span (tn, tnþDt).

The TDDFT propagation with a self-consistent field
also results in long-time stability of the dipole moment
oscillations of the system, which is particularly impor-
tant for the low energy excitations. Stable dipole
moment oscillation is maintained for a time interval
exceeding 40 fs with SCF, while it starts to diverge at
t¼ 12 fs without SCF (see Figure 1(b)). As a result, the
optical spectrum obtained from the Fourier transform
of the dipole moment evolution is well converged with
SCF, while the spectrum without SCF shows broader
distribution and much more noise (Figure 1(c)).
Although the optical absorption of this molecule has

not been directly measured, its very small optical gap of
0.9 eV (1378 nm) is consistent with the energy gap
measured at 1.2�0.2 eV in melanin samples [49]. The
second peak at 2.73 eV (454 nm) also agrees with the
measured peak at 2.88 eV in melanin intermediates [48].
The computational cost for TDDFT with SCF is only
�2 times that without SCF on average. As a result, the
efficiency of the optical spectrum calculation is greatly
enhanced, since the self-consistency loop allows a much
larger timestep (by an order of magnitude or more).
Typically, self-consistency is achieved at the cost of 1–3
iterations at each timestep. In addition, the longer total
time spanT of the simulation without energy divergence
leads to enhanced resolutionDE in the optical spectrum,
since DE� h/T with h being Planck’s constant. On the
other hand, the timestep cannot be arbitrarily large
because it then washes out the fast oscillations of the
dipole moment, thus removing high-energy features of
the absorption spectrum.

For the optical absorbance calculation within
our modified TDDFT scheme, we use the
Crank–Nicholson operator [47], a timestep of 3.4�
10�3 fs and 6107 steps to propagate the wavefunctions
for all molecules, which gives an energy resolution
of 0.1 eV. This would not be possible with the
regular time evolution method without the
self-consistency loop, since the energy diverges early
and the simulation fails at different timescales for
different molecules. The perturbing external electric
field we add on all the molecules is 0.1 V Å�1, for t50.
For the O2 and NO2 molecules, spin polarisation is
used to calculate the optical absorbance spectra. All
calculations are performed in vacuum.

Frequency-domain TDDFT is often used to assign
straightforwardly absorption peaks to transitions
between occupied and virtual KS orbitals [21].
A proper assignment can also be obtained in real-
time TDDFT by decomposing the dipole moment into
contributions of each orbital [39]. Since our goal is to
present a potentially useful self-consistent TDDFT
approach for optical calculations of small and large
finite systems, explicit assignments of absorption peaks
for each molecule using the above approaches is not
our focus here; instead, we use intuitive and simple
ground-state transition dipole moment (TDM) calcu-
lations for such assignments to assist our understand-
ing. We should note that this approach is based on
fictitious single-particle KS orbitals to describe molec-
ular states, therefore the reported molecular state
wavefunctions, transition channels, and TDM are
only valid in this context. In principle, high-level
quantum chemistry methods can also be carried out for
a more accurate, multi-configurational description of
each molecular state.
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Figure 1. (a) Total energy; (b) dipole moment; and (c)
optical spectrum of the quinone-imine molecule (structure
shown in (c) inset), without (red lines) and with (blue lines) the
self-consistency field (SCF) in TDDFT (for computational
details see text).
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In the present work, the assignment of absorption
peaks obtained from TDDFT to specific excitation
transitions in the molecular electronic structure was
obtained by comparing to the peaks of the joint density
of states weighted by the magnitude of the transition
dipole moments calculated from DFT:

SDFTð!Þ¼
2m!

3e2�h2

X

i,j

nð"iÞð1�nð"j ÞÞ�ð!� "i� "j Þ j ti!j j
2 ,

ð2Þ

where SDFT(!) is the optical oscillator strength based
on fictitious KS orbitals, e and m are the charge and
mass of the electron, n("i, j) is the occupation of the KS
eigenstate i ( j) with energy "i,j, with the indices i and j
running over occupied and unoccupied states, respec-
tively. ti! j is the transition dipole moment between the
Kohn–Sham orbitals �i(r) and �j(r) in the ground-state
configuration of the molecule, given by:

ti!j ¼ h�j ðrÞ j r j �iðrÞi: ð3Þ

The DFT calculations give main peaks of the optical
absorption spectrum which exhibit a pattern similar to
that obtained from the real-time TDDFT simulation.
In the DFT calculation, the peak position is the energy
difference between a pair of KS orbitals and the
intensity is proportional to the square of the TDM.
The comparison of the two spectra is discussed in more
detail for the cases of the ozone and water molecules,
in the following section. Through this comparison, we
can clearly identify the excitation transition to which a
particular peak in the TDDFT optical absorption
spectrum corresponds. When the spectrum includes
many closely spaced peaks this procedure becomes
problematic, and one can refer to more straightfor-
ward methods discussed above, but for all the cases
studied here it is a simple procedure.

3. Results and discussion

We begin with an example which clearly demonstrates
the computational efficiency of our self-consistency
scheme through the calculation of the optical absorp-
tion spectrum of a rather large system by the present
standards. We have considered a cluster that contains
220 Si atoms and 144 H atoms at the surface, which are
used to saturate the Si dangling bonds, in an approx-
imately spherical shape with a diameter of 2 nm. Si
nanocrystals of this size range have become the subject
of interest recently because of their potentially useful
applications in nano-scale devices. Issues related to
their electronic and optical excitations are of central
importance in their potential usefulness (see, for

example, [50]). Therefore, being able to calculate the
optical and electronic spectrum of such structures
efficiently and accurately becomes of paramount
importance in determining their properties. The optical
spectrum of this model Si nanocrystal is shown in
Figure 2. The calculation required 2100 steps (with a
timestep Dt¼ 0.0102 fs) and a total computational time
140 cpu hours on an Opteron single-node. The
calculated overall shape and optical gap of �3.0 eV
are consistent with previous calculations and experi-
ments on clusters of similar size (2.6–3.2 eV) [51,52].
Without the SCF loop, the calculation of the optical
spectrum with comparable resolution would require a
computational time larger by approximately one order
of magnitude.

To further demonstrate the efficiency and accuracy
of our approach, we also considered the effects of
doping of the model Si cluster, by replacing two Si
atoms near the centre of the cluster by two P dopant
atoms. The two P impurity atoms are placed at a
distance of 4.56 Å, and the structure of the cluster was
optimised by energy minimisation. Figure 3(a) shows
the density of states of the P-doped Si cluster: two
additional states separated by 0.1 eV, are introduced by
the P dopants in the gap region close to the bottom of
the unoccupied states. One of the two gap states is fully
occupied while the other one is empty. These observa-
tions are consistent with the intuition that substitu-
tional P dopants will donate one electron each forming
electron trap states. Optical spectrum calculations
were performed using our TDDFT scheme with the
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Figure 2. Optical spectrum of the Si220H144 cluster obtained
from TDDFT with the SCF. Atomic structure is shown in
the inset, with grey spheres representing Si atoms and white
spheres representing H atoms.
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self-consistent field. The spectrum is essentially iden-
tical with that of the undoped cluster which was
presented in Figure 2, except in the low energy region
(53 eV). A comparison of the spectra for doped and
undoped clusters in the low-frequency region where
they differ siginficantly is shown in Figure 3(b). It is
clear that three peaks show up in the low energy region
(infrared to visible), at 0.8, 1.0, and 1.6 eV, respectively.
They are assigned to the optical transitions starting
from the occupied impurity state, to the unoccupied
impurity state, and to low-energy unoccupied cluster
states, as indicated by horizontal arrows in Figure 3(a).
This example explicitly demonstrates that our method
can be routinely applied to study optical properties of
semiconductor clusters comprising several hundreds of
atoms, providing accurate insight to the optical and
electronic properties of such systems. For comparison,
calculating absorption spectrum (which, in this model
system, has an absorption maximum at �8 eV) for
atomic clusters and impurity dopants of similar size
would be a daunting task for frequency domain

TDDFT and wavefunction-based quantum chemistry
methods.

We next consider the small molecules mentioned in
the introduction, for which detailed experimental and
theoretical results are readily available for comparison.
Based on the different chemical composition and
complexity of the molecules we studied, we divide
them into four groups: Group I, consisting of N2, O2,
and O3, are the simplest elemental molecules; Group II,
NO2, N2O, NH3, and H2O, are the simple bi-elemental
compounds composed of N, O, and H; Group III,
H2CO, H2CO3, and CO2, are the carbon oxides; and
Group IV, CH4, C2H2, C2H4, C2H6, and C6H6, are the
hydrocarbons. The ground state geometry for each of
these molecules is shown in Figure 4. We will first
discuss the general optical properties for these four
groups of molecules, then we choose a few represen-
tative molecules in each group for a more detailed
discussion. A compilation of optical absorption spectra
for representative cases is shown in Figure 5.

Group I: the O2 and N2 molecules show two dominant
absorbance bands in the UV region. The positions of
the second peak for both molecules are very close,
around 83 nm, although with very different intensity.
The first peak for O2 is located at 139 nm, different
from that for N2, which is at 95 nm. The differences
can be attributed to features of the electronic structure
of the two molecules: the strong triple-bond between
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Figure 3. (a) Density of states (DOS) for the Si220H144 cluster
(black line) and the Si218P2H144 (red line) which contains two
P dopants near its centre. The zero of the energy scale is set to
the Fermi level. (b) Corresponding low-energy optical absorp-
tion spectra calculated from TDDFT. The absorption peaks
at 0.8, 1.0, and 1.6 eV are assigned to the transitions between
electronic states indicated by arrows in (a).

Figure 4. The geometry of the fifteen small molecules studied,
in four groups (I–IV) as discussed in the text; Group I: N2, O2,
O3; Group II: H2O, NO2, N2O, NH3; Group III: CO2, H2CO,
H2CO3; Group IV: CH4, C2H2, C2H4, C2H6, C6H6. Red,
white, grey, and blue spheres denote the oxygen, hydrogen,
carbon, and nitrogen atoms, respectively.
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the two N atoms in N2 is related to the stronger
absorbance at the higher energy (83 nm), while the
presence of the triplet electronic states in O2 results in a
lower-energy transition at 139 nm.

Group II: the first peak of the N2O molecule, compared
to the first peak of N2, is red-shifted to 112 nm, due to
the presence of the O atom. The other two peaks are
located at similar positions as those for N2, suggesting
a similar origin in electronic transitions. Overall, the
oscillator strength (intensity) is enhanced relative to
N2, indicating a larger polarisability in this region. In
the NO2 molecule, the first peak has a large shift to
367 nm with a small intensity, and the other three
absorbance bands are evenly distributed in the region
from 100 to 160 nm.

Group III: for the H2CO and H2CO3 molecules, the
trends for the intensity of the first four
bands are similar in both cases, that is, alternating
large–small–large–small peaks with decreasing wave-
length. With the presence of more O atoms, the peaks
of H2CO3 are red-shifted by �14 nm, accompanied by
a sharp decrease in the intensity of the first peak.

Group IV: two peaks, at 95 nm (13.02 eV) and 113 nm
(10.93 eV), are prominent in the UV spectrum of the
simplest of the hydrocarbon molecules, CH4. They are
close to experimental values [53] of 13.6 and 10.4 eV. It
seems that the first peak in experiment at 9.6 eV is
missing or mixed with the peak at 10.93 eV in Figure 5.

The calculated oscillator strength for the first peak,

integrated from 106 to 124 nm, is 0.401, in very good

agreement with experimental value 0.4 [56]. In the

literature, the low energy excitation in CH4 at 9–11 eV

has been assigned to Rydberg transitions to states that

involve C 3s orbitals [57]. The explicit inclusion of C 3s

orbitals in basis-set, however, does not change the

spectrum at low energy515 eV in the present work. This

question is open to further investigation. C2H6 has

similar peaks in its absorption spectrum to those of

CH4, except that each peak is split into two due to the

presence of two CH3 groups connected by a C–C bond

and smeared out. The optical spectra of molecules C2H4

and C2H6 exhibit similar overall trends. The C¼C

double bond in the C2H4 molecule leads to a large red-

shift in the position of the first band compared to the

C2H6 molecule, and the other three peaks are red-

shifted by a smaller amount. Compared to the spectrum

of C2H4, the C�C triple bond of C2H2 results in a large

increase in intensity for its first absorption peak without

significant change in the peak position. However, a new

peak with a significant red-shift is present at 158 nm for

the case of C2H4, due to the transition from a triple

bond to a double bond. At higher energy, absorption

peaks show similar features for the two molecules C2H2

and C2H4. The calculated excitation energy (158 nm)

and oscillator strength (0.324) for the first peak of C2H2

are very close to corresponding experimental values

(161 nm and 0.30, respectively) [56].
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Figure 5. The calculated absorption spectra for several small molecules in the 80 to 200 nm range. For NO2, the first absorption
peak, A, lies outside the range shown.
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In Tables 1–4, we compare our theoretical excita-
tion energies obtained from TDDFT with available
experimental values. Our results are generally in good
agreement with the experimental data for these mol-
ecules. Our spectra cannot be directly compared with
some earlier TDDFT calculations performed in the
frequency domain [24,28] since many states reported in
such calculations are ‘dark’ and no oscillator strength
is presented. We do find some excitation energies
which coincide, within a tolerance of 0.2–0.4 eV,
between our results and earlier calculations, when
referring to the same state. More importantly, our
results represent a complete set of electron excitations

within a consistent theoretical treatment, which pro-
vides not only the unbiased excitation energies but also
the corresponding transitions between electronic states,
TDMs and number of excitation channels. This
information can help interpret optical spectra mea-
sured in experiment and the electronic properties of
these molecules.

We next choose a few representative molecules from
each group and analyse in detail the spectral features,
the wavefunctions, the electronic excitation channels,
and the corresponding TDMs. The molecules we chose
are: ozone, which is responsible for absorbing UV light
in the stratosphere, and thus shielding biological

Table 1. Absorption bands, corresponding transitions, and transition dipole moments for CH4, C2H2, C2H4, C2H6, and C6H6.
(Dx, Dy, Dz)

x denotes two dipole moments (Dx, Dy, Dz) and (–Dz, Dy, Dx); (Dx, Dy, Dz)
� denotes two dipole moments

(Dx, Dy, Dz) and (–Dx, –Dy, Dz); (Dx, Dy, Dz)
i denotes dipole moments (Dx, Dy, Dz) and (–Dy, –Dx, Dz); (Dx, Dy, Dz)

1 means

(Dx, Dy, Dz) and (–Dx, Dy, Dz); (Dx, Dy, Dz)
	 means (Dx, Dy, Dz) and (Dx, Dz, Dy); (Dx, Dy, Dz)

@ means (Dx, Dy, Dz) and
(Dx, –Dz, Dy); and (Dx, Dy, Dz)

( means the four channels obtained from combining (Dx, Dy, Dz)
	 and (Dx, Dy, Dz)

@. Other
definitions are the same as in Tables 2–4. Axial directions of these molecules are defined in Figure 4 (Group IV).

Eabs(eV) Transition dipole moments

Band Exp. The. Assignment Dx Dy Dz N

CH4 A 9.60; 10.40 [53] 10.93 H!L –0.05 0 –0.64 x 2
0 0.65 0 1

B 13.60 13.02 H!Lþ1 –0.61 0 0.43 1
0.26 0 0.70 1
0.40 0 –0.49 1
0 0.71 0 1
0 –0.64 0 1
–0.71 0 –0.38 1

C2H2 A 9.50 [54] 10.54 H!L 0 0 0.31 
 2
0 0 –1.30 2

B 13.50 12.72 H!Lþ3 0.55 –0.56 0 i 2
C 15.50 13.82 H–1!Lþ1 0 0 –1.10 1

H–2!L 0.66 0.41 0 � 2
C2H4 A 7.40 [55] 7.85 H!L –1.41 0 0 1

B 9.90 10.83 H–1!Lþ2 –0.96 0 0 1
H–1!Lþ3 0 –0.85 0 1

C 12.40 12.62 H–2!Lþ2 0 –0.79 0 1
H–2!Lþ3 –0.74 0 0 1

D 14.9 13.02 H–3!Lþ1 0 0.97 0 1
H–4!L 0 0 –0.79 1

C2H6 A 9.40; 10.70 [53] 10.33 H!Lþ1 0 0 –0.58 ( 4
H!Lþ2 0.76 –0.48 0 1 2

B 11.60 11.53 H–1!Lþ1 –0.88 0 0 1
H–1!Lþ2 0 0 0.60 @ 2
H–2!L 0 0 –0.75 	 2

C 13.32 H!Lþ4 0 0 0.60 	 2
D 14.50 14.01 H–1!Lþ4 –1.07 0 0 1

H–2!Lþ3 0 0 0.72 ( 4
C6H6 A 6.94 [8] 6.96 H!L –0.10 1.46 0 2

1.46 0.10 0 � 2
B 8.39; 9.16 8.35 H–1!L 0 0 0.10 
 2
C 10.50 10.24 H!Lþ2 0 0 0.17 
 2

0 0 –0.04 2
D 11.10 11.13 H–1!Lþ2 0.55 0.00 0 � 2

0.00 0.55 0 2
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structures like DNA from radiation damage; water,
which is ubiquitous on Earth and is one of the basic
molecules involved in sustaining life and many other
important processes; ammonia, which plays a signifi-
cant role in industrial manufacturing, fertiliser synthe-
sis, and has a major environmental impact, for example,

in crop growth; carbon dioxide, which is the product in
every oxidation reaction of carbon-containing mole-
cules and plays a major role in the Earth’s balance of
energy with direct consequences on the global climate;
and benzene, an important hydrocarbon used in the
production of many industrial chemicals, which has

Table 3. Absorption bands, transitions, and dipole moments for NO2, N2O, and H2O. For transition dipole moments,
(Dx, Dy, Dz)

� denotes two dipole moments (Dx, Dy, Dz) and (�Dy, Dx, Dz). Other definitions are the same as in Table 2.
Molecular axial directions are defined in Figure 4 (Group II).

Eabs(eV) Transition dipole moments

Band Exp. The. Assignment Dx Dy Dz N

NO2 A 3.18 [58] 3.38 H–1!L 0 –1.24 0 1
B 7.38 [59] 7.75 H–4!Lþ1 0 –1.51 0 1

H–3!Lþ2 0 1.50 0 1
C 8.67; 9.69 [59] 9.14 H–5!L –0.59 0 0 1

H–6!L 0 0.65 0 1
D 10.92 [59] 10.83 H–10!Lþ1 0.48 0 0 1

N2O A 9.65 [3] 11.03 H!L 0 0 1.63 2
B 11.52 13.91 H–1!L –0.42 0.13 0 � 2
C 15.1 15.90 H–3!L –0.46 0.15 0 � 2

H–1!Lþ1 0 0 –0.77 1
NH3 A 6.46 [7] 6.96 H!L 0 0 0.47 1

B 9.18 9.24 H!Lþ1 –0.32 0 0 y 2
C 11.37 12.13 H–1!L –0.68 0 0 z 2
D 14.31 H!Lþ2 0.167 0 0 z 2

H2O A 7.45 [2] 7.55 H!L 0 0 0.32 1
B 9.67 9.74 H–1!L 0.39 0.39 0 1
C 11.93 H–1!Lþ1 –0.32 0.32 0 1
D 13.72 H–2!L 0.51 –0.51 0 1

Table 2. Absorption bands, corresponding transitions between electronic states, and transition dipole moments for the
molecules N2, O2 and O3. The experimental and theoretical energies of maximum absorption (Eabs) are listed. ‘H’ and ‘L’ stand
for the highest occupied molecular orbitals (HOMO) and the lowest unoccupied molecular orbitals (LUMO), respectively, and
corresponding states below (H� 1, . . .) and above (Lþ 1, . . .) these levels. For transition dipole moments, N denotes the number
of channels during the transition. (Dx, Dy, Dz)


 denotes two dipole moments (Dx, Dy,�Dz); (Dx, Dy, Dz)
y denotes two dipole

moments (Dx, Dy, Dz) and (Dy,�Dx, Dz); and (Dx, Dy, Dz)
z means two dipole moments (Dx, Dy, Dz) and (Dy, Dx, Dz).

Degenerate channels not affiliated with any symbols denote two or more channels which have the same transition dipole
moments. Axial directions of these molecules are defined in Figure 4 (Group I). Only the relative magnitude of the dipole
components are meaningful, since DFT calculations overestimate the actual dipole moment.

Eabs(eV) Transition dipole moments

Band Exp. The. Assignment Dx Dy Dz N

N2 A 12.93; 13.21 [4] 13.12 H–1!L 0 0 0.77 2
0 0 0.76 
 2

B 14.23 15.01 H–2!L 0.20 –0.72 0 y 2
O2 A 8.72 [1] 8.95 H!L 0 0 1.10 2

0 0 0.38 
 2
B 14.51 H–2!L 0.34 0.56 0 z 2

O3 A 4.86 [1] 5.37 H–2!L 0 1.69 0 1
B 9.31 9.14 H–1!Lþ1 0 0.70 0 1
C 10.21; 10.59 10.93 H–5!L 0.60 0 0 1
D 11.10 11.63 H!Lþ2 0 0.94 0 1
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very interesting electronic structure, exhibiting deloca-

lised states and resonance. The optical transitions we
considered in these molecules are from the highest

occupied molecular orbital (HOMO or simply H in the
tables) and states below it in energy, labelled H–1, H–2,

etc. in order of decreasing energy, to the lowest
unoccupied molecular orbital (LUMO or simply L in

the tables) and states above it in energy, labelled Lþ1,

Lþ2, etc. in order of increasing energy. When there is a

significant difficulty in assigning an optical feature to

these transitions, double or higher-order excitations

might be involved but not considered here.

Ozone: the UV-visible absorption spectrum of O3 is

shown in Figure 6(a), as obtained from the TDDFT

calculation, together with the peaks of SDFT(!)
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Figure 6. Ozone molecule. (a) Absorption spectrum; the red bars represent the peaks of SDFT(!), Equation (2), which help
identify the nature of the TDDFT peaks, and are scaled so that the heights of the dominant peak (D) from the two calculations
match. (b) Energy level diagram and transitions corresponding to the absorption peaks; for each energy level, the corresponding
wavefunction is shown as blue (positive) and red (negative) iso-electronic contours. The atomic positions are indicated by spheres
with the same convention as in Figure 2. The letters in (b) identify the transitions that correspond to labelled peaks in (a). In this
and the following figures, black vertical arrows represent single-channel electronic transitions between two states and thicker blue
arrows represent multiple-channel transitions (for ozone all transitions are single-channel). The small blue bars below the zero
intensity line indicate the position of experimental peaks.

Table 4. Absorption bands, transitions, and dipole moments for molecules H2CO, H2CO3, and CO2. All definitions are the
same as in Table 2. Axial directions of these molecules are defined in Figure 4 (Group III).

Eabs(eV) Transition dipole moments

Band Exp. The. Assignment Dx Dy Dz N

H2CO A 7.20; 8.10 [5] 7.55 H!Lþ1 0 –0.68 0 1
H–1!L –1.13 0 0 1

B 9.05 9.14 H–2!L 0 0 0.09 1
C 9.74 10.14 H!Lþ2 0.82 0 0 1

H2CO3 A 6.96 H!Lþ1 0.46 0 0 1
H–1!L 0 1.22 0 1

B 7.85 H!Lþ2 0 �0.23 0 1
C 9.14 H–2!L 0.94 0 0 1

CO2 A 11.05; 11.40 [4] 12.42 H!L 0 0 1.41 
 2
0 0 –0.11 2

B 13.78 14.71 H–3!L –0.04 –0.58 0 y 2
C 16.23 15.41 H–1!Lþ1 0 0 0.78 1
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obtained from DFT, Equation (2), which serve to

identify the electronic excitations, as discussed in the

previous section. The two sets of peaks follow the same

pattern and are reasonably close in energy except for the

first peak A, with the DFT peaks occurring always at

lower energy (higher wavelength), as expected. Four

prominent absorption bands are located at 231 nm

(5.37 eV), 136 nm (9.14 eV), 113.4 nm (10.93 eV), and

106.6 nm (11.63 eV), all in good agreement with exper-

imental measurements (see Table 2) [1]. The first

absorption band, A, is a transition from the

H–2!LUMO (the HOMO!LUMO excitation is a

dark transition). In Figure 6(b), we show the corre-

sponding energy diagram and wavefunctions of differ-

ent electronic states. The H–2 state consists of 2pz
orbitals from the two end O atoms, while the LUMO

results from equal contributions of the three 2pz orbitals

at each O atom. The corresponding TDM shown in

Table 2 is oriented along the y direction (parallel to the

two end O atoms, see Figure 4) for the HOMO–

2!LUMO transition. The second absorption band, B,

is related to electronic excitation from the H–1!Lþ1

state. The H–1 state is the linear combination of 2px and

2py orbitals of the two end O atoms in the direction

perpendicular to the two O–O bonds. The Lþ1 is

primarily composed of the 2py and 2s orbitals from the

two end O atoms, and the 2px and 2s orbitals from the

centre O atom. The TDM for this transition points

along the y direction, the same as the first peak. A

relatively small absorption peak, C, appears at

113.4 nm, which is attributed to the H–5!LUMO

transition. Both states comprise the 2pz of three O

atoms: for the H–5, the centre O atom dominates and
forms strong � bonds with the other two O atoms, while
the LUMO is the linear combination of three 2pz
orbitals, which form the antibonding state. Therefore,
the transition has �!�
 character, associated with
electronic redistribution along the x direction. The
sharp absorption peak,D, at 106.6 nm is ascribed to the
contribution from the HOMO!Lþ2 transition. The
HOMO is primarily composed of the 2s and 2px of the
three O atoms, while the Lþ2 is the combination of the
2s, 2px and 2py orbitals, with the 2py orbital of the centre
O atom being dominant. Accordingly, the orbital
arrangement gives a TDM along the y direction. It is
interesting to note that the TDM in O3 is always aligned
along the y direction parallel to the line joining the two
end O, atoms except for the third band, labelled C in
Figure 6(a), which is rather weak.

Water: the H2O molecule exhibits four major absorp-
tion bands with wavelength in the range of 80 to
250 nm, shown in Figure 7(a), together with the DFT
peaks of SDFT(!), which in the case of this molecule
happen to be in rather good agreement. The first two
peaks are at 164.2 nm (7.553 eV) and 127.9 nm
(9.740 eV), respectively. In experiment, the primary
photoabsorption peaks of gaseous H2O are centred at
7.447 and 9.672 eV [2], in excellent agreement with our
calculations. The oscillator strength for the first peak,
calculated at 0.036, is also very close to the experi-
mental value of 0.03 [56]. The other two peaks in our
calculation are located in the higher energy region: at
104.5 nm (11.926 eV) and 90.3 nm (13.715 eV), respec-
tively. They are mixed with the Rydberg series with
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Figure 7. Water molecule: (a) absorption spectrum; (b) energy level diagram (conventions same as in Figure 6).
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significant vibronic features in experimental measure-
ments. In order to demonstrate the relationship
between optical absorption and the electronic struc-
ture, we explore in detail the relevant state transitions
in water, as shown in Figure 7(b). The first absorption
peak, A, is attributed to the HOMO!LUMO transi-
tion. The HOMO, often referred to as the 1B1

molecular orbital, is primarily composed of O 2pz
orbitals. The LUMO, the 4A1 orbital, however, is
primarily composed of the 1s orbital from the two H
atoms and the 2s, 2px, and 2py orbitals from the O
atom, with the H 1s contribution being dominant.
Therefore, the first absorption peak has 1B1!4A1

character. The calculated TDM in Table 3 shows that
the orientation of the electronic arrangement aligns
along the z direction. The second absorption band, B,
is ascribed to the H–1!LUMO transition. The elec-
tronic orbital assignment of the H–1 state, the 3A1

orbital, is similar to the LUMO, except that the linear
combination has equal contributions from all orbitals.
Therefore, the second absorption peak corresponds to
the 3A1!4A1 transition. From the TDM analysis we
find that the electrons are polarised along the diagonal
direction of the x–y plane. The third peak, C, in
Figure 7(a) results from the contribution of electron
excitation from the H–1!Lþ1 state. In the Lþ1 state,
with 2B2 character, the 1s orbital of the two H atoms
also dominates the wavefunction, in combination with
the contributions from O 2px and 2py orbitals. In the
H–1!Lþ1 transition, which has 3A1!2B2 character,
the electron is distributed on the diagonal direction in
the x–y plane with a change of sign in the x direction.
The fourth absorption peak, D, is related to the

H–2!LUMO transition. The H–2, 1B2 orbital, is the

linear conformation of the H 1s, O 2px, and O 2py
orbitals. The orientation of electronic charge of H2O

for the 1B2!4A1 transition is located in the diagonal

of the x–(�y) plane.

Ammonia: by direct electronic excitation, NH3 absorbs

only UV light, in the range of 80–200 nm, as shown in

Figure 8(a). The calculated absorption peaks are

located at 6.96, 9.24, 12.13 and 14.31 eV, in good

agreement with experimental values, reported at 6.46,

9.18, 11.37 eV [7]. The first peak, A, with a calculated

oscillator strength of 0.053 (experiment [7]: 0.045),

comes from the HOMO!LUMO excitation, with the

TDM exclusively along the z direction, that is, the

three-fold symmetry axis of the molecule (see Figure 4).

There are two degenerate states for each of the H–1,

Lþ1 and Lþ2 levels. As a result, the other three peaks

come from two channels of excitations between these

doubly-degenerate states and the single HOMO and

LUMO states. It is interesting to compare the

wavefunctions of isoelectronic molecules H2O and

NH3: the main features of their wavefunctions are

similar, but the degeneracies are different.

Consequently, the peak positions (energy separation

between states) and the corresponding intensity (state

degeneracy) in the UV spectra are also modified. More

specifically, the HOMO of NH3 is dominated by the

2pz (lone-pair) orbital of N, just as the HOMO of H2O

was dominated by the 2pz orbital of O. Similarly, the

LUMO of NH3 has dominant contribution from the

three 1s orbitals of H, by analogy to the LUMO

character of H2O. The other states of NH3 involve
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Figure 8. Ammonia molecule: (a) absorption spectrum; (b) energy level diagram (conventions same as in Figure 6).
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linear combinations of the 2px and 2py orbitals of N
and the 1s orbitals of H, and as a result the
corresponding transitions have TDMs with only x or
y components (see Table 3).

Carbon dioxide: the UV absorption spectrum of CO2 is
shown in Figure 9(a) in the range of 80 to 150 nm,
which is in good agreement with experimental data [4].
The first absorption peak, A, is centred at 99.8 nm
(12.42 eV), which corresponds to the HOMO!LUMO
transition. The oscillator strength is 0.293, while
corresponding experimental results range from 0.16
to 0.4 [4,60]. Based on the wavefunctions of CO2,
shown in Figure 9(b), the degenerate HOMO states are
primarily composed of the 2px and 2py orbitals of O
atoms, while the LUMO, with anti-bonding character,
is a linear combination of 2px and 2py orbitals from C
and two O atoms. The TDM in Table 4 demonstrates
that electronic orbitals are distributed in the z direction
with four transition channels. Furthermore, the paral-
lel channels (two states lying in the same plane, see
vertical transitions from either the left two or the right
two states in Figure 9(b)) dominate the electronic
excitation from the HOMO to LUMO. The second
absorption band, B, at 84.3 nm (14.71 eV) is related to
the H–3!LUMO transition. The H–3 consists of the
C 2s, O 2s, and O 2pz orbitals. The relevant
wavefunction shows that the molecular orbital has �
character. Therefore, the second peak is related to a
�!�
 transition. In addition, electrons redistribute
along x or y axis. The third peak, C, at 80.5 nm
(15.41 eV) is the H–1!Lþ1 transition. The H–1
comprises the C 2pz, O 2s, and O 2pz obitals, arranged
in a �
 anti-bonding combination between C–O bonds.

The Lþ1 is similar to the H–3 with the same orbital
arrangement of C 2s, O 2s, and O 2pz orbitals but the C
2s orbital dominates. Therefore, the molecular orbitals
form a donut-like shape around the C atom, as shown
in Figure 9(b). From the TDM in Table 4, the
electronic redistribution is located along the z
direction.

Benzene: C6H6 shows very strong absorption in the low
energy region, and several peaks in the high energy
region of 80 to 120 nm, as shown in Figure 10(a). The
first and strongest absorption band, A, located at
178.2 nm (6.96 eV), with a calculated oscillator strength
of 0.959 (the experimental value [30] is 0.8–1.2)
is attributed to the electronic excitation from
HOMO!LUMO. There are two degenerate states
in each level, shown in Figure 10(b). The four
electronic excitation channels between the HOMO
and LUMO all contribute to light absorption and have
large TDMs of the same magnitude, which leads to the
very large, sharp peak at 6.94 eV observed in experi-
ment [53]. The two degenerate states in the HOMO are
primarily composed of C 2pz orbitals, arranged in a �
bonding combination among the C atoms. The
HOMO wavefunctions of C6H6 show distinct charac-
ter: the wavefunction is mostly localised on two pairs
of C atoms for the first state, and on opposite triplets
of C atoms for the second state. In the LUMO, the two
degenerate states are also combinations of C 2pz
orbitals: one state is composed of two � bonding
orbitals between two pairs of neighbouring C atoms,
and two antibonding orbitals at the two remaining
C atoms, while the other state has � anti-bonding
character among the first two pairs of neighbouring C
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Figure 9. Carbon dioxide molecule: (a) absorption spectrum; (b) energy level diagram (conventions same as in Figure 6).
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atoms. From the TDM in Table 1, we establish that
these electronic transitions of C6H6 involve a TDM
primarily along either the x or the y direction in the
x–y plane with no z component. A very small absorp-
tion peak, B, at 148.5 nm (8.35 eV) follows the first
band. It is assigned to the H–1!LUMO transition.
The two relevant degenerate states consist of the linear
combination of H 1s with C 2px and C 2py orbitals,
respectively. In addition, only two parallel channels
(between either the left two or the right two states in
Figure 10(b)) in the H–1!LUMO transition are
allowed electronic transitions. From Table 1, they are
n!�
 transitions with a TDM along the z axis with a
different sign. In Figure 10(a), the third band, C, at
121.1 nm (10.24 eV), is attributed to the HOMO!Lþ2
transition. The process is similar to the first absorption
band, which involves four electronic excitation chan-
nels between two degenerate states. However, the
atomic orbital arrangements for the Lþ2 states are
different, as shown in Figure 10(b): one comprises the
linear combination of C 2s, C 2px with H 1s orbitals,
while the other has the same linear combination except
for containing the C 2py instead of the C 2px orbitals.
The H 1s orbital dominates the higher unoccupied
states. In the HOMO!Lþ2 transition, the electronic
redistribution is along the z direction (�! n
 transi-
tions). The fourth absorption peak, D, is at 113.4 nm
(11.13 eV), originating from H–1!Lþ2 transitions,
with four electronic excitation channels. It is similar to
the first adsorption peak: electron redistribution is
along the x or y axis with the same signs for the two
cross-channels and opposite signs for the parallel
channels. Our results of the optical absorption spectra

are in good agreement with the experimental values
[53]. Beyond these four peaks, other adsorption bands
at 11.93, 12.72, 13.02, 13.81 eV, correspond to the
experimental peaks at 12.16, 12.50, 13.00, 14.60 eV,
respectively. Compared to quantum chemistry calcu-
lations, the quality of the spectra calculated by the
present approach clearly surpasses the accuracy of
Hartree–Fock approximation, and the use of Gaussian
basis 6-311G

, reaching an accuracy comparable to
spectra obtained with CASPT2 or TDDFT with hybrid
functionals (B3LYP and PBE0) and highly converged
Gaussian basis-sets for benzene [25,29,30]. This good
agreement might be accidental, however, since gener-
ally a TDDFT approach is not superior to quantum
chemistry methods at the CASPT2 level.

4. Conclusion

We have obtained the optical absorption spectra of a
hydrogen-terminated Si nanocluster of diameter 2 nm
as well as fifteen representative small molecules, using
a TDDFT approach with a self-consistency condition
imposed in the time evolution of electronic states. The
results for the Si nanoclusters with and without P
dopants clearly demonstrate the efficiency of the
method for systems containing several hundred
atoms, allowing for accurate predictions of the elec-
tronic and optical properties of such systems. The
results for the molecular optical absorption spectra are
in good agreement with experimental values, in what
concerns both the position and magnitude of promi-
nent (bright) peaks, indicating a satisfactory perfor-
mance of the method, and provide detailed
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Figure 10. Benzene molecule: (a) absorption spectrum; (b) energy level diagram (conventions same as in Figure 6).
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information on the different contributions of the
relevant electronic state transitions. These results are
valuable for molecular recognition, either in an
ensemble of molecules in thermal equilibrium, or in
cases where the molecules have the same excitation
energy but different directional adsorption, assuming
that they can be aligned in the electric field. The
transition dipole moments of these molecules can also
be useful in identifying the molecular orientations in
cases where the molecules are aligned in an electro-
static field or on a surface due to the presence of a
surface potential.
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