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Nonlinear Rashba spin splitting in transition metal
dichalcogenide monolayers†

Cai Cheng,a,b Jia-Tao Sun,*a Xiang-Rong Chen,*b Hui-Xia Fua and Sheng Meng*a,c

Single-layer transition-metal dichalcogenides (TMDs) such as MoS2 and MoSe2 exhibit unique electronic

band structures ideal for hosting many exotic spin-orbital orderings. It has been widely accepted that

Rashba spin splitting (RSS) is linearly proportional to the external field in heterostructure interfaces or to

the potential gradient in polar materials. Surprisingly, an extraordinary nonlinear dependence of RSS is

found in semiconducting TMD monolayers under a gate field. In contrast to small and constant RSS in

polar materials, the potential gradient in non-polar TMDs gradually increases with the gate bias, resulting

in nonlinear RSS with a Rashba coefficient an order-of-magnitude larger than the linear one. Most strik-

ingly, under a large gate field MoSe2 demonstrates the largest anisotropic spin splitting among all known

semiconductors to our knowledge. Based on the k·p model via symmetry analysis, we identify that the

third-order contributions are responsible for the large nonlinear Rashba splitting. The gate tunable spin

splitting found in semiconducting pristine TMD monolayers promises future spintronics applications in

that spin polarized electrons can be generated by external gating in an experimentally accessible way.

1. Introduction

Two-dimensional (2D) transition-metal dichalcogenides
(TMDs) (Fig. 1a) have attracted intensive attention thanks to
their potential in various applications such as nanoscale elec-
tronics, photonics, valleytronics, and spintronics.1–9 On the
other hand, the search for materials with strong spin–orbit
coupling (SOC) has been one of the central themes in the
materials science community. A significant discovery is the
Rashba effect,10–12 which relies on the spin–orbit coupling
(SOC) of the carriers, thus in a two-dimensional electron gas a
vertical electric field E is seen by a moving electron as a mag-
netic field that couples to its spin in the xy-plane. In other
words, the spin degeneracy of electronic states can be lifted by
the out-of-plane electric potential gradient, breaking the inver-
sion symmetry. Rashba spin splitting (RSS) has been observed
in metallic surfaces,13–16 semiconductor heterostructures,17,18

ultrathin metal films,19,20 and topological insulators.21–23 The
effective Rashba Hamiltonian with the spin–orbit term has the
isotropic form Hiso

R (k) = αisoR (kxσy − kyσx). Here σx and σy denote
the Pauli matrices, and k is the two-dimensional quasimomen-
tum. The energy spectrum consists of two branches in the

form Eiso
+ ðkÞ ¼ ħ2k2

2m*
+ αisoR kj j. The relationship describes two

Fig. 1 Top and side view of the monolayer MX2 and MXY (M = Mo, W;
X/Y = S, Se) unit cell. (b), (c) Schematic view of RSS in polar systems (|↑〉
and |↓〉 stand for spin-up and spin-down states) with potential gradients
in the vertical direction. Schematics of spin-degenerate bands (slightly
shifted for clarity) (d), isotropic Rashba splitting under a small electric
field (e) and anisotropic Rashba splitting with a large electric field (f ) in
the non-polar TMDs.
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parabolas that shifted by ±Δk off the origin. For a surface the
origin of the electric field E is the potential gradient perpen-
dicular to the surface. This shows an isotropic splitting for k ≠
0, and at least for moderate values of k, they can be readily fit
to experimentally and ab initio dispersion relations. Then the
isotropic Rashba coefficient from the free electron model is

obtained as αisoR ¼ ħ2

4m2c2

ð
d3r ϕðzÞj j2@zVðrÞ.24

It is obvious that in addition to the atomic SOC, the out-of-
plane field is assumed – but need not – to be necessary to have
the Rashba effect. For example, the inherent electrostatic poten-
tial gradient in single-layer polar MoSSe (hereafter polar or non-
polar denotes if there exists the intrinsic electrostatic potential
gradient or not as shown in Fig. 1a) can lead to a zero-field iso-
tropic Rashba splitting of αisoR = 0.067 eV Å (Fig. 1b). The iso-
tropic Rashba spin splitting can be tuned by means of an external
electric gate with a linear scaling behavior with respect to field
strength (Fig. 1c and S5†). If there is no electrostatic potential
gradient, for example in non-polar 2H-MoS2 with an equivalent
bond length dM–X = dM–Y shown in Fig. 1a, the Rashba
spin splitting could be neglected as commonly expected.
Consequently, the controllable generation of Rashba spin split-
ting in TMD materials without an intrinsic vertical potential
gradient is desirable for efficient spintronic devices.

Here we report that an extraordinary nonlinear Rashba
effect can be generated in 2H-MX2 (M = Mo, W; X = S, Se).
Although it is well known that the surface band structure
undergoes Rashba spin splitting under a strong external field
normal to the surface, a strong nonlinear dependence of the
Rashba spin splitting with the external field is rarely reported,
especially in atomically thin 2D materials. Hereafter MX2

denotes the 2H polytype monolayers by applying an external
gate bias. The resulting effective Rashba coefficient is an order
of magnitude larger than that of polar TMDs and regular semi-
conductor heterointerfaces made of elements of similar
atomic masses, and is comparable to metallic surfaces made
of heavy metals (Bi, Au etc). In contrast, polar MoSSe presents
only a small Rashba spin splitting which is linear to the gate
bias applied. The nonlinearity in RSS for symmetric TMDs is
attributed to the large anisotropic momentum and energy split-
ting in the Brillouin zone. Most strikingly, MoSe2 demonstrates
the largest anisotropy among all known semiconductors to our
knowledge, in spin splitting along the Γ–K and Γ–M directions
under a gate field larger than 0.5 V Å−1. The largest anisotropy
in RSS was explained by the effective k·p theory which includes
high-order spin–orbit coupling. The anisotropic spin splitting
predicted here and the semiconducting nature of the hosting
2D materials can be used to generate spin-polarized currents
in gate-tunable TMD monolayers, promising for future spin
injection and other nonmagnetic spintronics devices.

2. Methods

The geometry optimization and the electronic structure of the
polar and non-polar TMD monolayers are obtained based on

first-principles plane wave calculations within density func-
tional theory as implemented in the Vienna ab initio simu-
lation package (VASP).25–27 The projector augmented-wave
method28 and the Perdew–Burke–Ernzerhof exchange–corre-
lation functional29 are used. A cutoff energy of 500 eV for the
plane-wave basis set and a Monkhorst–Pack mesh30 of 11 × 11
× 1 for the Brillouin zone integration are employed for relax-
ation and 21 × 21 × 1 for self-consistent calculations. In order
to eliminate the interaction between two adjacent monolayers,
a vacuum layer of thickness larger than 17 Å is adopted in the
calculations in order to avoid spurious interactions due to the
nonlocal nature of the correlation energy. All the structures are
fully relaxed by a conjugate gradient method until the
maximum Hellmann–Feynman force acting on each atom is
less than 0.01 eV Å−1. The electric gate field normal to the slab
is realized by introducing a dipole sheet in the middle of the
vacuum layer.31 The phonon dispersion is calculated using the
density functional perturbation theory.32,33

3. Results and discussion
3.1 Band structures, local potentials and energy differences
for TMDs

Fig. 2a–c show the electronic band structure of MoS2 with SOC
in the presence of a vertical electric field Eext = 0.0 V Å−1, 0.5
V Å−1 and 0.75 V Å−1, respectively, where the first Brillouin zone

Fig. 2 (a–c) Electronic band structure of MoS2 with SOC at Eext = 0.0,
0.5, and 0.75 V Å−1 respectively. The hexagon in the inset of (a) is the
first Brillouin zone. (d) The planar averaged local potential of MoS2 with
Eext = 0.0 (olive line), 0.5 V Å−1 (blue line), and 0.75 V Å−1 (red line). The
potentials are shifted with respect to the vacuum level (zero energy).
The inset is the charge density difference between Eext = 0.5 V Å−1 and 0
V Å−1. Red (blue) color represents the electron accumulation (depletion)
region. The isosurface value is set at 1.8 × 10−3 e Å−3. (e), (f ) The external
electric field Eext dependence of the energy differences ΔΓ−Γ and ΔK−Γ

for non-polar MoS2 (olive), WS2 (blue), and MoSe2 (red).
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is shown as an inset of Fig. 2a. To study the evolution of the
band structure on field Eext, we define two quantities, ΔK–Γ =
EVBK − EVBΓ and ΔΓ–Γ = ECBMΓ − EVBMΓ , which denote the energy
difference between the valence band maximum (VBM) at the K
point and the topmost valence band around the Γ point, and
the energy difference between the conduction band minimum
(CBM) and the VBM at the Γ point, respectively. In the absence
of the electric field, the MoS2 monolayer is a direct gap semi-
conductor with a positive ΔK−Γ and a large ΔΓ−Γ as expected.
Because of the absence of the vertical potential gradient, the
MoS2 monolayer has no Rashba splitting as schematically
shown in Fig. 1d.

When the electric field increases to 0.5 V Å−1, it becomes an
indirect semiconductor with a negative ΔK−Γ and a small ΔΓ−Γ.
A Rashba like spin splitting occurs at the Γ point with a

Rashba coefficient of 0.2 eV Å, obtained by using αisoR ¼ 2ΔE
Δk

(schematically shown in Fig. 1e). A larger electric field of
0.75 V Å−1 leads to a very large Rashba coefficient of 0.52 eV Å
(Fig. 2c and 1f). The behavior of MoSe2 is similar to MoS2;
strikingly, MoSe2 can yield an exceedingly large Rashba coeffi-
cient of 1.2 eV Å in the same gate field of 0.75 V Å−1. This
value is much larger than that of typical semiconductors
[InGaAs/GaAs quantum dots34 (αR ∼ 0.08–0.12 eV Å) or
InGaAs/InAlAs heterostructures17 (αR = 0.07 eV Å)], and heavy
metal films commonly studied including the Au(111) surface13

(αR = 0.33 eV Å) and Au/W(110) quantum wells35 (αR = 0.16 eV Å),
and is slightly larger than the value of 1.1 eV Å for the
MoS2/Bi(111) heterostructure attributed to Bi–Mo orbital
hybridization.36 Understandably, it is smaller than bulk
BiTeI37 (αR = 3.8 eV Å), the Bi/Ag(111) surface16 (αR = 3.05
eV Å), the single bilayer Bi grown on a single quintuple layer
Bi2Se3 or Bi2Te3

38 (αR ∼ 4 eV Å) and the Pt–Si nanowire39 (αR =
1.36 eV Å), where the dominant heavy elements introduce a
large SOC coupling strength. This is surprising, especially
when we consider that both Mo and Se are rather light
elements. Moreover, the external gate field provides a control-
lable way to tune the Rashba spin splitting very effectively.

The gate field applied on the MoS2 monolayer can in
principle change the gradient of the electrostatic potential
V(z). To be illustrative, we have calculated the z dependence
of the planar averaged electrostatic potential defined

as VðzÞ ¼ 1
S

ð
Vð~rÞdxdy, where S is the surface area. The plot is

shown in Fig. 2d, where the potential V(z) is shifted with
respect to the vacuum level. With the increasing gate field the
equivalent valley of the electrostatic potential V(z) around the
sulfur plane at the zero electric field (olive line) becomes non-
equivalent (blue and red lines), while the change in dipole
moments is negligible (Fig. S2b†). Because the screening effect
is significantly reduced in the MoS2 monolayer, a large
effective field is presented within the inside region of the
monolayer. In contrast, the electrostatic potential V(z) of
MoSSe remains unchanged, because the intrinsic dipole
moments have a linear dependence on the electric field, which
cancels the change in electrostatic potential (Fig. S2a and b†).

According to Poisson’s equation, the potential gradient V(z)
in MoS2 created by the electric field results in charge redistri-
bution (Δρ = ρEext=0.5 − ρEext=0.0), where ρEext=0.5 and ρEext=0.0 rep-
resent the charge density with (Eext = 0.0 V Å−1) and without
the gate field (Eext = 0.0 V Å−1), respectively. It can be clearly
seen from the inset of Fig. 2d that the pz orbital of sulfur
atoms in MoS2 is significantly polarized under the electric
field. Thanks to the semiconducting nature of monolayer
MoS2, the screening effect can be neglected. Thus the MoS2
monolayer can be taken as a parallel capacitor approaching
the two-dimensional limitation satisfying ΔΓ–Γ = eEext·Δd,
where Δd stands for the distance between the vertically separ-
ated sulfur atoms, which corresponds to the slope of each line
in Fig. 2e. This linear dependence and the polarized pz orbital
under the electric field are reminiscent of the Stark effect,
which represents the energy level splitting in the presence of
the strong external gate field. In the present case, the pz orbital
of the sulfur atom on the opposite surfaces of MoS2 is polar-
ized by the gate field Eext, resulting in a large potential gradi-
ent V(z) and subsequently leading to a larger Rashba effect.

The Rashba effect in MoSSe and MoS2 under an external
gate field signifies distinct origins of the intrinsic dipole
moment and the induced electrostatic potential gradient,
respectively. To generalize this conclusion, we have studied the
Rashba effect of other non-polar systems in the same family of
TMDs such as WS2 (blue) and MoSe2 (red), also shown in
Fig. 2e and f. The linear dependence of ΔΓ–Γ for non-polar WS2
(blue) and MoSe2 (red) with respect to the gate field remains
true, indicating the important role of the Stark effect (Fig. 2e).
Moreover, it can be clearly seen that the external field shifts
the direct band gap from the K point to the Γ point at a critical
field of 0.4–0.6 V Å−1 (Fig. 2f).

3.2 Rashba spin splitting and the spin texture

The enlarged view of the valence bands in the MoS2 monolayer
shows an energy splitting in the band maximum along the Γ–K
and Γ–M direction, ΔK−M = 5.6 meV (Fig. 3a, and schematically
shown in Fig. 1f) in addition to the Rashba momentum split-
ting. For comparison, we also show the energy splitting of
MoSe2 with the external electric field Eext = 0.70 V Å−1 along
the Γ–K and Γ–M direction (Fig. S4a†). In Fig. 3a the dot size

Fig. 3 (a) The enlarged view of TVB in Fig. 2c around the Γ point. The
dot size along the Γ–K and Γ–M direction denotes the expected value
of the spin operator hSαðk

*Þiðα ¼ x; yÞ. The red and blue colour represents
the spin up and down band, respectively. The VBM is set to zero.
(b), (c) The energy contour and spin texture of the top valence band TVB
and the neighbouring band below TVB-1 around the Γ point.
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along the Γ–K and Γ–M direction denotes the expectation value
of the spin operator hSαðk

*Þi ¼ hψðk*Þjσαjψðk
*Þi; ðα ¼ x; yÞ.40,41

The red and blue colors represent the spin up and down com-
ponent, respectively. We also compare the RSS of monolayer
MoSe2 and MoS2 in Eext = 0.25 V Å−1 (Fig. S3†), which can be
easily reached in experiment. To validate the Rashba effect
here, we also draw the energy contour and spin texture of the
top valence band (TVB) and its neighboring band (TVB-1)
around the Γ point in Fig. 3b and c. The pink contour line
corresponds to the isosurface of the constant energy value of E
= −0.208 eV and −0.285 eV for TVB and TVB-1, respectively.
The orientation and magnitude of the arrows in the superim-
posed spin texture are determined by the spin operator hSαðk

*Þi
along the Γ–K and Γ–M direction. The spin textures of TVB
and TVB-1 are anticlockwise and clockwise, respectively. The
spin texture of these bands exhibits the overall isotropic
Rashba effect in the close vicinity of the Γ point. When the
momentum increases further away from the Γ point, the
warped band dispersion of MoS2 under Eext = 0.75 V Å−1

becomes prominent, as marked by the pink contour line. The
yellow color represents the anisotropy between the Γ–K and
Γ–M direction. A similar phenomenon existed in the material
of MoSe2 (Fig. S4b and c†). Moreover, the anisotropy increases
with the increasing wave vector k. The simultaneous occur-
rence of isotropic, warping and anisotropic band dispersion in
the MoS2 monolayer under the gate field strongly suggests that
the effective Rashba effect therein could not be simply unified
by the previously assumed linear Rashba effect in the level of
the free electron model. As a consequence, a nonlinear Rashba
effect is required.

3.3 The Rashba parameter dependence on the electric field

The direct consequence of the above nonlinear Rashba effect
in MX2 is the nonlinear dependence of the isotropic Rashba
coefficient αisoR on the external gate field as shown in Fig. 4a
(see Fig. S6† for the zoom in plot). For comparison, the isotro-
pic Rashba parameter of the polar-system MoSSe shows a weak
and linear dependence on the electric field as expected in con-
ventional narrow-gap semiconductors (Fig. S5 and S6†). These
phenomena are consistent with the anisotropic Rashba
splitting in the k-space for surface states at Au(110),42 the
Bi/Ag(111) surface alloy,43 the two-dimensional electron gas in
topological insulator heterostructures,23,44,45 etc.

The nonlinear dependence of the Rashba effect on the
external gate field can be explained by the k·p model via the
following symmetry analysis. Monolayer MX2 is invariant
under the D3h symmetry, which consists of two operations: a
trigonal C3v rotation and a mirror reflection M (z → −z) with
respect to the hexagonal plane. For a two-dimensional system
with C3v symmetry, a two-band effective Hamiltonian HR(k)
for the Rashba effect up to cubic terms of momentum k
reads43,46–49

HRðkÞ ¼ ðα1k þ α3
1k3Þðcosφσy � sinφσxÞ

þ α3
2k3cos 3φσz

ð1Þ

with the polar coordinate φ = acrcos(kx/k). Note that the kx axis
was chosen to be along the Γ–K direction of the first Brillouin
zone. Here,

α3
1 ¼ ħ4

4m4c2
X
n;m

hφ0 pxj jφn
þihφn

þ @zVj jφm
þihφm

þ pxj jφ0i
ðε0 � εEnÞðε0 � εEmÞ

α3
2 ¼ ħ4

4m4c2
X
n;m

hφ0 pxj jφn
þihφn

þ @xVj jφm
þihφm

þ pxj jφ0i
ðε0 � εEnÞðε0 � εEmÞ

From the above formulae, we see that α3
1 depends on the

partial derivative of the crystal potential normal to the surface
∂zV, while the coefficient for the anisotropic term α3

2 is related
to the in-plane gradient of the potential ∂xV. Besides the first-
order linear term α1, there are obviously two third-order terms
contributing to the Hamiltonian: an isotropic one with the
coefficient α3

1 and an anisotropic one from the warping effect
with the coefficient α3

2.50 The squared energy splitting can be
expressed as:

ΔEðkÞ2 ¼ ðα1k þ α3
1k 3Þ2 þ ðα32Þ2k 6 cos2 3φ; ð2Þ

where the energy splitting of the two branches of RSS is ΔE(k)
= [ε+(k) − ε−(k)]/2.

Fig. 4b shows the ΔE(k)2 of the occupied Rashba states
under the electric field of 0.75 V Å−1 along the Γ–M (blue
squares) and Γ–K directions (red circles). A parabolic fit α1

2k2

(olive line) to the calculated ΔE(k)2 as the main contribution
can coincide up to k ≈ ±0.08 Å−1 with a linear Rashba para-
meter of α1 = 0.136 eV Å. At a larger momentum (k > 0.13 Å−1),
the warping effect of the Rashba splitting becomes apparent,
indicating that the third-order contribution is needed for
a good fit. Here if we use only α1 = 0.136 eV Å and

Fig. 4 (a) The linear Rashba parameters calculated by using αR ¼ 2ΔE
Δk

along the Γ–K (filled symbols) and Γ–M (empty symbols) direction.
(b) The squared energy splitting ΔE(k)2 for the occupied states of MoS2
with Eext = 0.75 V Å−1 along the Γ–K (red circle) and Γ–M (blue square)
direction. (c), (d) The external electric field Eext dependence of the first
order α1, third-order isotropic a3

1 and anisotropic a3
2 parameters for

MoS2 (olive), WS2 (blue) and MoSe2 (magenta) respectively.
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α3
1 = −0.776 eV Å3, we obtain a good fit along Γ–M (φ = π/2) (blue

square in Fig. 4b), but fail along the Γ–K (φ = 0) direction. To fix
this problem the anisotropic term of eqn (2) has to be included,
where we find that α3

2 = 0.642 eV Å3. The fitted curves are in
excellent agreement with the first-principles data (Fig. 4b).

The dependence of parameters α1, α3
1, and α3

2 on the elec-
tric field is plotted in Fig. 4c and d. We find that the slope of
α1 in MoSe2 (magenta) is larger than that of WS2 (blue) when
taking the slope of MoS2 (olive) as a reference. The expected
linear dependence of α1 in MX2 on the electric field shown in
Fig. 4c indicates that the polarization of the non-metal atom X
plays a more significant role than the atomic spin orbit coup-
ling of M atoms, because of the large atomic orbital radius of
non-metal atoms. The third-order terms α3

1, α3
2 are respon-

sible for the anisotropy and warping effect of the Rashba split-
ting. Fig. 4d shows the electric field dependence of the α3

1 and
α3

2 for MoS2 (olive), WS2 (blue) and MoSe2 (magenta), respec-
tively. It can be clearly seen that the negative α3

1 and positive
α3

2 are linearly dependent on the gate field. Moreover, the
absolute slope of α3

1 and α3
2 for WS2 is larger than for MoSe2

indicating that the spin–orbit coupling of metal atoms plays a
dominant role over the polarization of non-metal atomic orbi-
tals in the high-order terms.

3.4 The spintronics device schematic and anisotropic energy
splitting of the top valence bands

The anisotropic energy splitting ΔK−M of the top valence band
along the Γ–M and Γ–K direction can be tuned via an external
gate field, where the broken degeneracy of the VBM around
the Γ point leads to the broken degeneracy of spin-up |↑〉 and
spin-down |↓〉 electrons. If the monolayer TMD is doped by
electron acceptors, the Fermi level will cross one of the spin
channels generating spin-polarized electrons (or spin cur-
rents). Consequently the p-doped monolayer TMDs under the
gate field can act as spin injection devices (Fig. 5a). Moreover,
the anisotropic energy splitting ΔK–M can be tuned by the exter-
nal gate field, which can be achieved by a strong dipole inter-
face (PbTiO3, etc.), promoted by the gating voltage and ionic
liquids,51–53 or probing the monolayer TMD materials under
the scanning tunnelling microscopy (STM) tip locally. At the
present experimental level, the value of the electric field at the
ionic liquid/Au interface is estimated to be as large as 0.27
eV Å−1,54 which could provide a potential way to justify the
theoretical predictions discussed above. In Fig. 5b, olive, blue
and red stars denote the anisotropic energy splitting ΔK−M for
MoS2, WS2, and MoSe2, respectively. We see that the aniso-
tropic energy splitting ΔK−M increases with the increasing gate
field. The anisotropic coefficient α3

2 responsible for this
energy splitting ΔK–M can enable single spin polarization if the
Fermi level is located at the interval of the top-two valence
bands (Fig. 3a and the inset of Fig. 5b). In particular, the an-
isotropic energy splitting of MoSe2 can reach as large as
25 meV, larger than that in bulk BiTeI and BiTeI/Bi2Te3 hetero-
structures of about 15 meV (ref. 23) and the monolayer WSe2
of about 15.7 meV (Fig. S7†), which would allow the p-type itin-
erant magnetism at room temperature.55

4. Conclusions

To summarize, a large nonlinear Rashba effect is predicted by
first-principles to emerge in the single layer MX2 under a per-
pendicular electric field. The anisotropy of RSS is found to be
qualitatively different from the conventional linear relation-
ship with the increasing external electric field. Based on a k·p
model via symmetry analysis, the higher order terms are found
to be responsible for the nonlinear Rashba splitting. As a
result, the largest anisotropy in RSS is achieved in MoSe2
under a large gate field. The giant anisotropic energy
splitting ΔK–M might enable spin injection or filter devices
in spintronics applications. The effect presented here could
trigger further experiments where a large electric field might
be realized via ionic-liquid gating or polar ferroelectric gate
methods.
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Fig. 5 (a) Schematic view of the spin filter by applying the gate voltage
to the monolayer MoSe2. (b) The electric field dependence of the energy
splitting ΔK−M of the TVB (see Fig. 3a) for MoS2 (olive), WS2 (blue) and
MoSe2 (red). The inset is the same as Fig. 1f.
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