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Modeling charge recombination in dye-sensitized solar
cells using first-principles electron dynamics: effects of
structural modification†

Wei Ma, Yang Jiao and Sheng Meng*

We have performed real-time excited state simulations of electron injection and charge recombination

at a dye/semiconductor interface within the framework of time-dependent density functional theory

(TDDFT). We found that by inserting a phenyl ring into the organic dye, the charge recombination rate

is slowed down by about four times, while the injection rate keeps almost the same. This introduces a

drastic increase in the energy conversion efficiency by several folds, in agreement with experimental

observations. Quantum simulations thus provide a new way to understand the role of the dye’s

building blocks and offer new strategies to optimize individual energy transfer steps for improving the

efficiency in renewable energy applications.

1. Introduction

As one of the most abundant renewable energy sources, solar
energy exceeds the global energy consumption by 4 orders of
magnitude.1–5 Dye-sensitized solar cells (DSC), harvesting inci-
dent photons and converting solar energy into electricity have
received intensive attention since 1991 due to the low-cost,
flexible, environmentally friendly and easy-manufacturing
characteristics.6–10 However, the highest solar-to-electrical
energy conversion efficiency for molecular DSC is only 12.3%
under AM1.5 irradiation obtained by Grätzel et al. in 2011,11

which is still low for large-scale implementation. Thermal
relaxation and charge recombination are two major energy loss
processes limiting the overall energy conversion efficiency.12–14

Electrons in excited states after photo-excitation, if not rapidly
injected, easily lose the absorbed photon energy as heat
through electron–phonon scattering and subsequent phonon
dissipation, thus generating (thermal) loss in efficiency.15–20

On the other hand, as more and more electrons accumulate in
the semiconductor conduction band (CB), the electrons, if not
effectively transported to the transparent conductive oxide
electrode for electron collection, easily recombine with holes
in dyes and in the electrolyte, a dominant process responsible
for major energy losses.21–24 Therefore, improving the injection
rate and retarding the recombination process are two effective
ways to optimize DSC.

An interesting example towards this goal is illustrated by Haid
et al. In 2012, Haid and coworkers synthesized a group of donor-
p-acceptor (D-p-A) dyes for application in DSC.25 They found that
the insertion of an additional phenyl ring between the acceptor and
the p linker has a significant influence on the solar cell’s perfor-
mance: a drastic increase in the energy conversion efficiency
(Z = 8.21%) was observed, 6.5 times higher than that using
sensitizers without the phenyl group (Z = 1.24%). Further photo-
physical measurements attribute this behavior to the significant
difference in the electron recombination rate of the two dyes: the
insertion of an additional phenyl group in the p-linker slows down
the recombination rate by over five times. Preliminary quantum
mechanical simulations carried out by these authors seem to
suggest the additional phenyl ring induces a significant out-of-
plane torsion with respect to the bridging unit after a photoelectron
injected to the TiO2 film, thus breaking down the p-conjugation
between the donor and acceptor and blocking the electron back
transfer to the sensitizer from the charge separated state.

In general, when and why some small modifications in the
dye’s atomic structure would lead to a dramatic difference in
DSC performance remains unclear and needs to be carefully
investigated. For a full understanding of the dye solar cell
performance and the roles of its building blocks and the
associated structural modifications, the molecular structure,
electronic coupling mechanism, and electronic dynamics at the
dye–semiconductor interface is of crucial importance. In this
regard, quantum mechanical simulations are believed to be
most promising and even superior over some elusive experi-
mental investigations, since most experimental tools are not
surface-sensitive and unraveling complex interface details at
the molecular level experimentally is extremely challenging.
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Although the ground state and static properties at the dye/
TiO2 interface have been intensively explored with theory
calculations, real time first-principles simulation on critical
electron dynamics including photoelectron injection and
recombination has been a daunting task. Previous works were
mainly based on optimized structural features and ground-
state molecular dynamics simulations, and/or with empirical
kinetic models and parameters, such as exponential decay of
the electron injection rate as a function of the dye length26,27

and constant electron coupling strength.28 To give some examples,
Prezhdo et al. reproduce the injection dynamics of model chro-
mophores with atomistic details using ground state molecular
dynamics simulation and time domain non-adiabatic trajectory
surface hopping based on ground-state trajectories.29–32 Abuabara
et al. successfully investigated the influence of temperature
changes on the electron injection at dye/TiO2 interface using
ground-state molecular dynamics, and studied the electron
transfer process using an extended Hükel Hamiltonian.33 Li
et al. studied electron transfer from perylene derivatives into
the anatase TiO2 (101) surface using density functional theory
(DFT) and a Fock matrix partitioning method.34 Jones et al.
could rapidly predict the injection rate in DSC by partitioning
the system into molecular and semiconductor subsystems and
computing the retarded Green’s function.35 However, such
theoretical models cannot adequately address the electronic
properties in excited states, for instance, excited state potential
energy surfaces (PES), which are different from ground state
PES, are missing in these simulations. Furthermore, they
cannot describe precisely the electronic couplings at the inter-
face, which is subject to molecular details of the dyes and their
dynamic binding configurations on TiO2, thus the time scales
obtained therein are questionable. In addition, only a few of
these studies have been devoted to investigating charge recom-
bination processes,36,37 where they suffer from the same pro-
blems mentioned above. Therefore, directly viewing electron
transfer dynamics, especially for recombination, across the
chromophore–semiconductor interface is strongly needed for
a better understanding of interface electronic dynamics.

Here we apply the new real time TDDFT approach38 to
simulate electron recombination dynamics at dye/TiO2 interface
based on first-principles. Real-time dynamics within the frame-
work of time-dependent density functional theory (TDDFT) is
employed to evolve quantum mechanically the wavefunctions of
an excited electron–hole pair at the dye/TiO2 interface based on
the excited state Hamiltonian, to produce real time dynamical
characteristics of charge transfer at the interface.38 Embracing the
advantages of this approach, we have successfully simulated the
real-time dynamics of electron injection and recombination, and
reproduced nicely the experimental findings. We found that
model dye N2 (molecular structure shown in Fig. 1a) with an
additional phenyl ring in the p-linker has a timescale of 23 ps for
electron recombination, four time slower than the dye N1 (Fig. 1a)
without a phenyl ring (B6 ps), while the injection rates for both
dyes are almost the same (140 fs for N2 and 160 fs for N1). More
importantly, our detailed DFT calculations show that electron-
injection-induced molecular twisting is questionable, and cannot

account for the retarded recombination observed experimentally.
Further investigations reveal that the large difference in the
recombination rates of N1 and N2 mainly comes from their
distinct electron transfer distances.

2. Methodology
2.1. Simulation method and models

First-principles density functional theory calculations39 were
carried out with the SIESTA code.40 The simulation cell con-
tains organic dyes bonded at TiO2 anatase (101) surface, which
is the dominant and thermodynamically stable facet,41 via the
carboxyl group and the cyano group (Fig. 1b). Two simple
donor-p-acceptor (D-p-A) sensitizers N1 and N2, which are
simplified models of dye 1 and 2, respectively, in Haid et al.’s
work,25 are adopted as sample dyes. These two sensitizers
comprise a dimethylamino donor (D) and a benzothiadiazole
(BTDA)-substituted cyanoacrylic acid as the acceptor and
anchoring group (A). Dye N1 contains the BTDA group directly
adjacent to the cyanoacrylic acid anchoring group, while dye N2
contains an additional phenyl ring between BTDA and the
cyanoacrylic anchor (Fig. 1a). Solvent molecules are not con-
sidered in our model, since they usually participate only in
weak interactions such as van der Waals interactions and their
influence is subject to future investigations. Periodic boundary
conditions are applied to replicate the simulation cell in all
three dimensions and create an array of TiO2 slabs. A sufficient
large vacuum layer (at least 10 Å) is added to the simulation cell
in the direction perpendicular to the surface to ensure that no
interactions occur between each slab.

Fig. 1 (a) Chemical structures of dyes 1 and 2, N1 and N2. (b) Front and side
view of the simulation cell and the binding configuration of the chromophore on
the TiO2 anatase (101) surface. The chromophore is anchored to the semicon-
ductor via the carboxyl group and the cyano group. The slab contains six layers of
TiO2 with periodic boundary conditions in dimensions along the surface plane.
Color scheme: Ti – light grey, O – red, C – dark grey, N – blue, S – gold, H – white.
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The ground state electronic and atomic structures of dyes/
TiO2 are computed using the pseudopotentials of the Troullier–
Martins type42 to model the atomic cores, the Perdew–Burke–
Ernzerhof (PBE) exchange–correlation functional,43 and a local
basis set of double-z polarized (DZP) orbitals (19 numerical
atomic orbitals for Ti including semicore 3s and 3p states;44

13 orbitals for C, N, O and S; 5 orbitals for H). An auxiliary
real space grid equivalent to a plain wave cutoff of 150 Ry is
used for the calculation of the electrostatic (Hartree) term.
Geometries are optimized until forces on non-fixed atoms are
below 0.005 eV Å�1. A large simulation cell, 10.24 � 15.14 �
30.00 Å, containing four-layer TiO2 slab and organic chromo-
phores, corresponding to a surface coverage of one dye per
155 Å2 or 1.07 mmol m�2 is used. The Brillouin zone was
sampled at the G point.

The optical absorption spectra were calculated based on
linear response time-dependent DFT (TDDFT) using the LC-PBE
and CAM-B3LYP functionals and 6-31G(d) basis set, as imple-
mented in Gaussian 09 program. The structural optimization of
N1, N2, dye 1, and dye 2 was performed using both SIESTA with
PBE functional and DZP basis set described above and the
Gaussian package with CAM-B3LYP functional and 6-31G(d)
basis set.

2.2. Electronic dynamics simulation

In our simulations of electron injection and electron–hole
recombination processes, the evolution of both electrons and
ions in real time is monitored after photo excitation. The
time-dependent Kohn–Sham equations of electrons and the
Newtonian motion of ions are solved simultaneously, with ionic
forces along the classical trajectory evaluated through the
Ehrenfest theorem. The coupled ion–electron equations are
expressed as,
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where rj and RJ are the positions of electrons and Jth ion,
respectively; m and MJ denote the mass of electrons and of the
Jth ion; ZJ denotes the ionic charge; next is the external potential
and nxc is the exchange–correlation potential that depends only
on the corresponding density r. To quantitatively analyze the
charge transfer and electron–hole separation process, we use
the integral of excited electron (hole) density projected onto the
TiO2 orbitals, as a function of time after photoexcitation, with w
defined as,

w ¼
ð
drj~cðrÞj2; ~cðrÞ ¼

X
j2TiO2

cjfjðrÞ (3)

where cj are the coefficients of the atomic basis states fj in the
Kohn–Sham orbital cKS(r) of interest (either the excited elec-
tron or the hole).

cKSðrÞ ¼
X
j

cjfjðrÞ (4)

The electron density is updated self-consistently during the real
time propagation of Kohn–Sham wave functions with a time
step of 0.02419 fs. The initial velocity of ions is assigned
according to the equilibrium Boltzmann–Maxwell distribution
at a given temperature of 350 K. Within this scheme, the total
energy is well conserved to within 10�4 eV fs�1, which is proven
to be accurate enough to produce negligible differences in the
energy levels evolution and electron–ion dynamics. Better per-
formance can be obtained if a more stringent criterion for each
step is chosen. Although the standard functionals do not treat
charge-transfer excitation well, a long-range corrected func-
tional should be more accurate for the excitation energies. In
our dynamics simulation, the exact excitation energy is not the
focus but the energy alignment and the timescales. We have
shown in a previous work that the energy level alignment is
correctly reproduced by DFT with PBE functional.45

3. Results and discussion
3.1. Electronic structure

We first illustrate how the model dyes, N1 and N2, bind onto
the anatase TiO2 (101) surface, the dominant facet in DSC
devices. We have chosen various initial adsorption configura-
tions of dye N1 and N2 onto the substrate, and optimized the
binding structure for each of them. We found that the opti-
mized structure shown in Fig. 1b has the lowest total energy,
indicating it is the preferred binding configuration. Both N1
and N2 dyes bind to the surface through its carboxyl group and
the cyano group. In the initial configuration of the dye–TiO2

system, the hydrogen of the –COOH anchoring group stays on
the dye, but after optimization it is found to transfer to the
substrate predominantly in a protonated state. As a result,
the most stable tridentate anchoring mode is adopted with
adsorption energy of 1.55 eV for N1 and 1.43 eV for N2,
respectively. This conclusion is in good agreement with pre-
vious calculations.45

Then we calculate the alignment of electronic levels of the
dye–TiO2 system. Fig. 2a and b show the projected density of
states (PDOS) of dyes N1 and N2, where the energy is measured
against the vacuum energy level. The calculated electronic
structure agrees well with the required electronic structure for
DSCs, namely the lowest unoccupied molecular orbital (LUMO)
of the sensitizer lies above the conduction band minimum
(CBM) of the semiconductor TiO2 substrate (about �4.0 eV vs.
vacuum), meanwhile the highest occupied molecular orbital
(HOMO) lies in the gap between the conduction band and the
valence band (VB). The calculated HOMO and LUMO energies
were �5.57 and �3.86 eV for N1 and �5.22 and �3.69 eV for
N2, respectively. Larger N2 chromophore shows a 0.18 eV smaller
band gap as compared to N1, consistent with the general concept
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that larger molecules have a smaller gap. While ground-state DFT
may underestimate the band gap of molecules and materials, the
relative difference in energy alignment is still meaningful. In
addition, we also calculate photo absorption of these dyes by
TDDFT (see Fig. S1, ESI†). The position of the first absorption
peak is correlated with the ground-state HOMO–LUMO gap,
but with the electron–hole interactions and the screening effects
included. The maximum photo absorption wavelength of 432 nm
(2.87 eV) for N1 and 455 nm (2.73 eV) for N2 exhibited a similar
trend as in DFT band gaps. Interestingly, the insertion of a phenyl
group between BDTA and the cyanoacrylic group in the experi-
mental dye 1 introduces a blue shift in the absorption peak (from
579 to 515 nm),25 due to a significant reduction in the electron
delocalization. Our calculations reproduce nicely this trend mea-
sured in the experiment: the wavelength for the maximum
absorption is 581 nm for dye 1 and 559 nm for dye 2. This
demonstrates that quantum simulations perform well in describ-
ing the absorption property of organic dyes.

From Fig. 2a and b, one finds that the HOMO and LUMO
levels of N2 are obviously up-shifted as compared to N1, leading
to a larger driving force DG0

inj for electron injection (0.02 eV
for N1 and 0.33 eV for N2), which is defined as the energy
difference between LUMO and the TiO2 CBM (DG0

inj = ELUMO �
ECBM). This allows an efficient electron injection from the
sensitizers into the TiO2 electrode. The higher HOMO and
LUMO levels of N2 are considered the result of the lower
positive surface dipole moment, thus resulting in a larger band
level difference DG0

inj. It is demonstrated that DG0
inj linearly

decreases with the surface dipole moment induced by dye
adsorption.43 Orbital population analysis was performed by
calculating the intergral of wave function distributions on the
TiO2 substrate of the LUMO orbital of the chromophore, which
reveals that the electrons in the LUMO of N2 have 57.8% located
in the substrate while in N1 they are only 8%, meaning the LUMO
of N2 is a mixing state with contributions from both the molecule
and TiO2. Therefore N2 has a strong coupling with the TiO2

semiconductor, resulting in the up-shift of the LUMO.
We further calculate the wave function of the frontier

orbitals of dyes N1 and N2 in order to penetrate into the
electronic properties of these two dyes (Fig. 3a). The HOMO
and LUMO orbitals of dye N1 are slightly delocalized, leading to
better conjugation between the donor and the acceptor group,

while in dye N2, the HOMO orbital is more localized in the
donor moiety and the LUMO orbital is more localized in the
acceptor moiety. The HOMO and LUMO orbitals of both dyes
are sufficiently overlapped between the donor and the acceptor
group to ensure a fast charge transfer transition. Therefore,
excitation from the HOMO to the LUMO could lead to efficient
electron transfer from the donor to TiO2 via the anchoring
cyanoacrylic acid group.

3.2. Injection process in DSC

The influence of small structural changes on the electron
injection efficiency is further investigated based on TDDFT.
Fig. 4 shows the fractions of electrons injected into the TiO2

semiconductor as a function of time after photo-excitation,
illustrating an ultra fast electron injection process at the
organic dye/TiO2 interface. At time t = 0, one electron is
promoted from the HOMO to the LUMO of the organic dyes,
representing the first excited state that a pair of electron and
hole is generated upon photo absorption. Electronic state
diagonalization is performed at this first step after the occupa-
tion switch. Then we let the coupled electron–ion system evolve
in real time. The initial ionic temperature is set to 350 K. As in
Fig. 4, excited electrons are completely injected into the CB of
the TiO2 substrate within a time scale of 162 fs for N1 and 146 fs

Fig. 2 Projected density of states (PDOS) of dye N1 (a) and dye N2 (b).

Fig. 3 (a) Wave functions of HOMO and LUMO frontier orbitals of dyes N1 and
N2. (b) Evolution of the vertical distance from the donor N atom to the Ti linked
with the O of the anchoring carboxyl after photo-excitation. The blue (red) lines
show the evolution of the donor height from several MD trajectories for N1 (N2).
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for N2, while the holes keep stable and confined within the dye
molecules. Here the lifetime of the injection process is esti-
mated by the time when 63.2% electrons are transferred from
the sensitizer into the TiO2 electrode.

3.3. Recombination process in DSC

We also explore the influence of the additional inserted phenyl
ring on the charge recombination process of the two dyes. The
electron–hole recombination simulation starts with an electronic
excited state that corresponds to the excitation of an electron
from HOMO of the dye to the CB of the TiO2, which is a good
approximation for representing the initial charge separated state
for back transfer and recombination. Different kinds of initial
excitation states are sampled, which correspond to excitations
from HOMO of the dye to different energy states of TiO2 CB
(H - L + 1, H - L + 2, H - L + 7, H - L + 9 for N1; H - L + 2,
H - L + 3, H - L + 7 for N2). All these final states are low
energy states of TiO2 CB and do not represent substantial
physical differences. Other excitations do not converge easily
in our simulations; to save computer time we focus on these
trajectories only. The electron distribution on the semicon-
ductor substrate after excitation is monitored using first-principles
electronic dynamics simulation based on TDDFT. Immediately
after promoting an electron to the CB of TiO2, the electrons have a
dominant distribution in the CB of the TiO2. The energy difference
between the CB of the TiO2 and the HOMO of the dye drives
electron transfer from TiO2 to the sensitizer. Fig. 5 shows the
average results of different trajectories of the recombination
process in N1 and N2. The recombination rates of both dyes
exhibit a good linear decaying dynamics and the longer molecule
clearly shows slower decaying behavior. The time-scales of the
recombination process, 6 ps for N1 and 23 ps for N2, are obtained
by extending the linear curve to the intersection where all
electrons are back transferred to the dye. This is in agreement
with experimental observations that the recombination rate is

5 times slower in dye 2 (60 ms) sensitized devices than that for
dye 1 (12 ms), measured by nanosecond laser photocatalysis.25

Here the contrast between dye 1 and 2 is more important than
the real values in timescales, due to the drastic complexity in real
devices including differences in molecular sizes, presence of
solvents, variations in bonding geometries, etc.

By contrast, we note that the time-domain surface hopping
approach based on ground state trajectories produces too fast
recombination for N1 (146 fs) and failed to account for the
finite lifetime for electron recombination for N2/TiO2 interface
(see Fig. S2, ESI†). The fast recombination dynamics with a time
scale comparable to the electron injection (146 fs versus 162 fs)
for N1 would suggest that a very low electron injection effi-
ciency in the experiment and the corresponding solar cells
cannot work. The results produced by surface hopping are thus
at variance with the experiment.

3.4. Theoretical analysis of charge transfer dynamics in DSC

To fully understand the different behaviors of N1 and N2 dyes
produced by first-principles dynamics simulation, we present a
more transparent, semiclassical analysis of the charge transfer
dynamics. The lifetime of an electron transfer process is

determined by the electron transfer rate, t ¼ 1

kET
. According

to the Marcus theory,46 semiclassical treatments have provided
the following simple expressions for the rate of nonadiabatic
electron transfer between two centers held at a fixed distance
and orientation:

kET ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p

�h2lkBT

r
jV j2 exp

� �DG0 þ l
� �2
4lkBT

 !
(5)

In eqn (3), l corresponds to the reorganization energy, DG0 is
the driving force for the reaction, T is the absolute temperature
for the system. V is the electron coupling strength between the

Fig. 4 Fraction of electrons injected to the TiO2 semiconductor substrate as a
function of time after photo-excitation at the organic dye/TiO2 interface. Dashed
lines are a result fitted by a constant delay followed by an exponential decaying
dynamics. The two insets are the electron density of N2 upon photoexcitation
(t = 0 fs) and after charge separation (t = 175 fs).

Fig. 5 Fraction of electrons transferred from the TiO2 semiconductor substrate
to the organic dyes N1 (a) and N2 (b) after excitation at the organic dye–TiO2

interface. Dashed lines are results fitted by a linear decaying dynamics.
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donor and acceptor, which is exponentially dependent on the
electron transfer distance with an attenuation factor b,47

V 2
p exp(�br). (6)

In an injection process, an electron transfers from the
LUMO orbital of the dye to the TiO2 CB. Thus the transfer
distance of the injection process is between the cyanoacrylic
acid anchoring group and the TiO2 surface, which is almost
identical for N1 (B2.31 Å) and N2 (B2.29 Å), shown in Fig. S3
(ESI†). The driving force is 0.02 eV for N1 and 0.33 eV for N2,
resulting in big differences in the activation energy for electron
injection DG* = (�DG0 + l)2/4l (0.20 eV for N1 and 0.02 eV
for N2) thus leading to different injection rates. Therefore, we
attribute the slightly faster injection rate for N2 to its smaller
activation energy.48 Since the injection process in DSC is very
fast, this tiny difference in injection rates hardly affects their
energy conversion efficiency.

In the recombination process, an electron transfers back
from the TiO2 CB to the HOMO orbital of the dye. The transfer
distance is defined by the distance between the donor moiety of
the dye to the interface, which is B11 Å for N1 and B15 Å for
N2, respectively, taking the position of a potential minimum in
the dye donor region as the center of the donor group (Fig. S3,
ESI†). The evolution of the donor height after photo-excitation
is shown in Fig. 3b, obtained from several molecular dynamics
trajectories on N1–TiO2 and N2–TiO2 systems. It is demon-
strated that the recombination distance of N2 is obviously
larger than N1 throughout the whole back electron transfer
process. The driving forces for the recombination processes are
1.68 eV for N1 and 1.19 eV for N2. The estimations of the
driving forces, reorganization energies, charge transfer dis-
tances and rates for the injection and recombination dynamics
are given in Table 1. The reorganization energy l is assumed to
be the same for both injection and recombination, which can
be obtained from DFT calculations on the molecules in
solution.49 The attenuation factor b is estimated from the
empirical values in the donor–linker–acceptor system as in a
previous work.47 The injection rate for N1 estimated from this
semi-empirical method is identical to our TDDFT simulation
result (B160 fs), while for N2 it shows much discrepancy. The
latter is attributed to too small activation energy (DG*) for
N2–TiO2 and the absence of dynamic contributions. The esti-
mated recombination rates for N1 and N2 are 11 and 42 ps,
respectively. Two times larger than those from our TDDFT
simulations, but the ratio of N1 and N2 is consistent with the

TDDFT results, which state N2 has a recombination dynamics
four times slower. We note that the difference in driving
forces DG0

rec has only a weak influence on the difference in
recombination rates, and the four times difference in the
recombination rate mainly comes from their distinct electron
transfer distances. If the two systems have identical electron
transfer distances, the recombination rates of the two dyes
would be similar and the larger dye even has a faster recombi-
nation dynamics.

It was previously reported that the phenyl ring in dye 2 has
an additional out-of-plane torsion of B301 after electron injec-
tion (from 181 (neutral form) to 481 (cationic form)), breaking
down the p-conjugation between the donor and acceptor, and
thus slowing down recombination processes. We prudently
optimized the equilibrium structure of the four dyes (dye 1, 2
and N1, N2, see Fig. S4 and Table S1, ESI†), with varying
starting geometries where the dihedral angle y between the
BTDA unit and the adjacent phenyl ring range from 0 to 901.
The optimized dye structures have no changes in the dihedral
angle between their respective neutral and cationic forms. Dye
1 and N1 prefer to be completely planar with y E 11, and dye 2
has a 331 dihedral angle in both neutral and cationic forms,
while dye N2 has an angle y E 201. We did not find that
electron injection would introduce an additional twist in dye 2,
though this dye indeed has a non-planar geometry. Whether
this non-planar geometry imposes a significant constraint on
electron dynamics is debatable and out of focus of the present
work, the similar injection timescales for N1 and N2 seem to
indicate that the torsion may not dramatically modify the
interface electron dynamics.

We emphasize that the insertion of the phenyl ring between
BTDA and the anchoring group increases the back electron
transfer distance, thus retarding the recombination process
while maintaining an effective injection, leading to a signifi-
cant improvement in solar cell efficiency. We expect that this
strategy is generally applicable to various types of dyes and can
be further optimized for a particular group of dyes to achieve a
good balance between other competing factors such as dye
coverage and photostability of the devices.

4. Conclusions

We have applied quantum simulations based on DFT and
TDDFT to investigate the crucial effects of structural modifica-
tion on the electron injection and charge recombination pro-
cess. By the insertion of an additional phenyl ring close to the
anchoring group, the electron–hole recombination rate is slowed
down by about four times (23 ps vs. 6 ps). Through meticulous
structure optimization and analysis, our results confirmed that
the charge transfer distance dependence is the main factor for
this significant difference in the recombination lifetime. In
contrast, both the two dyes exhibit an ultrafast photoelectron
injection at a time scale of B150 fs.

The perfect consistency with the experiment illustrates that
first-principles quantum mechanical simulation is a promising
and accurate way dealing with electronic interaction and dynamics

Table 1 Estimation of driving forces DG0, reorganization energies l, activation
energies DG*, attenuation factor b, charge transfer distances r and rates k�1 for
electron injection and charge recombination

Dye DG0
inj

/eV
DG0

rec

/eV
la

/eV
DGinj*

b

/eV
DGrec*b

/eV
rinj

/Å
rrec

/Å
b

/Å�1
kinj
�1

/fs
krec
�1

/ps

N1 0.02 1.68 0.85 0.20 0.20 2.31 10.75 0.5 166 11
N2 0.33 1.19 0.56 0.02 0.18 2.29 15.05 0.5 2 42

a The reorganization energy l is assumed to be the same for both
injection and recombination. b Activation energy DG* = (�DG0 + l)2/4l.
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at the molecule–semiconductor interface at the nanoscale. Inter-
face electronic dynamics is essential in many applications, such
as catalysis, sensors and energy conversion. Dynamic simula-
tions provide a direct evidence concerning the stability, reaction
pathway, spectroscopic data and decaying lifetimes that can be
directly verified in the experiment. In addition, it exhibits a
priority in nanoscale systems because experiment tools are
usually not surface sensitive and performing an experiment at
the nanoscale is extremely challenging. We believe that quantum
mechanical simulation will continue to play an indispensable
role in the course of interface science research for renewable
energy.
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