
Regulating energy transfer of excited carriers and the
case for excitation-induced hydrogen dissociation on
hydrogenated graphene
Junhyeok Banga, Sheng Mengb, Yi-Yang Suna, Damien Westa, Zhiguo Wangc, Fei Gaoc, and S. B. Zhanga,1

aDepartment of Physics, Applied Physics, and Astronomy, Rensselaer Polytechnic Institute, Troy, NY 12180; bLaboratory for Surface Physics, Beijing National
Laboratory for Condensed-Matter Physics and Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China; and cInterfacial Chemistry and
Engineering, Pacific Northwest National Laboratory, Richland, WA 99352

Edited by James R. Chelikowsky, University of Texas at Austin, Austin, TX, and accepted by the Editorial Board December 4, 2012 (received for review
June 16, 2012)

Understanding and controlling of excited carrier dynamics is of
fundamental and practical importance, particularly in photochem-
istry and solar energy applications. However, theory of energy
relaxation of excited carriers is still in its early stage. Here, using ab
initio molecular dynamics (MD) coupledwith time-dependent density
functional theory, we show a coverage-dependent energy transfer
of photoexcited carriers in hydrogenated graphene, giving rise to
distinctively different ion dynamics. Graphene with sparsely pop-
ulated H is difficult to dissociate due to inefficient transfer of the
excitation energy into kinetic energy of the H. In contrast, H can
easily desorb from fully hydrogenated graphane. The key is to bring
down the H antibonding state to the conduction band minimum as
the band gap increases. These results can be contrasted to those of
standard ground-state MD that predict H in the sparse case should
be much less stable than that in fully hydrogenated graphane. Our
findings thus signify the importance of carrying out explicit elec-
tronic dynamics in excited-state simulations.
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Carrier dynamics are a key to the understanding of energy
transfer in molecules and solids (1). Recent advances in fem-

tosecond and attosecond laser techniques have also led to height-
ened interest in excited-state dynamics (2, 3). However, the theory
of nonradiative energy relaxation of excited carriers is still rather
immature. One of the fundamental reasons for this immaturity is
the difficulty in going beyond the Born–Oppenheimer approxi-
mation (BOA) (4). The BOA allows us to simulate ground-state
dynamics and determine the structure and phonon modes (5).
However, inferring the behavior of excited states from ground-
state dynamics is physically unfounded (6).The physical quantity
to be examined during the dynamics is the system energy, which
can be divided into kinetic energy (KE) and potential energy (PE)
of the ions. The latter includes electron kinetic energy and elec-
tron–electron, electron–ion, and ion–ion interactions. Therefore,
electron excitation always increases the PE of the ions. Because
the excited state is not in equilibrium, the excited carriers must
undergo relaxation. Among several possible relaxation mecha-
nisms, the electron–electron (e-e) and electron–phonon (e-ph)
coupling are the dominant processes in the femtosecond time
regime whereas the timescales for others such as radiative re-
combination are about three to four orders of magnitude longer
(7). In the case of e-e coupling, the energy exchange takes place
only within the electronic degree of freedom, and the energy of
the excited carriers is dissipated to background electrons without
changing the overall PE of the ions. In contrast, in the case of e-ph
coupling, the excited PE is transferred to the KE of the ions, and
the KE of the ions is increased. Depending on the energy transfer
mechanism, excited-state dynamics can show qualitatively dif-
ferent behaviors and therefore the energy transfer mechanism is
the key to the understanding of the excited-state dynamics.

The direction of the energy transfer can be expected to strongly
depend on the electronic structure of the system. For example,
electrons in a metal can easily exchange energy because there is no
band gap. The same is true for an electron–hole pair with excess
energy, as the energy can be easily transferred to surrounding
electrons. In contrast, excited carriers at the band edges of a
semiconductor are not allowed to relax by e-e coupling unless the
structure changes. By shutting down the e-e channel, the e-ph
coupling becomes the dominant carrier relaxation mechanism.
Hydrogen on graphene is a good example to study the effect.

Depending on the H coverage, the band gap of graphene changes
from nearly zero at low coverage to 3.7 eV at high coverage (8, 9).
Experiments have established that a laser can be used to manipu-
late H on graphene (10–12). Hydrogenated graphene not only
represents a case of reactive adsorption of gas molecules on low-
dimension structures for clean fuel storage (13–15), but also
attracts considerable current interest for its potential in realizing
graphene-based electronics by tuning the electronic properties of
the graphene (8, 9, 16). By stripping off the H (12, 17), one can
carve hydrogenated graphene into nanosize functional units seam-
lessly joined together by conductive Dirac fermions. One can also
use optical excitation to prepare graphene from hydrogenated or
oxidized graphene, known as graphene oxide.
In this paper, we show how electronic band structure manifests

itself in the energy transfer of photoexcited carriers into sur-
rounding electrons and H as kinetic energy, KE(H). We deter-
mine the condition for the transfer to go preferentially to H, causing
dissociation. As it turns out, in the isolated H limit, both the
channel to KE(H) (via e-ph coupling) and that to electronic en-
ergy (via e-e coupling) are open. Consistent with the large mass
difference between electron and proton, the e-e channel is no-
ticeably more effective than the e-ph channel. As such, KE(H)
never gets large enough to dissociate the H. The situation changes
as more H is added. Due to the band gap increase, the H-derived
antibonding state eventually becomes the conduction band mini-
mum (CBM). As such, the e-e channel for the electron is blocked.
Our simulation for graphane shows that a majority of the energy
transfer must now take place in displacing H, eventually causing
its dissociation.
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Results and Discussion
Graphene with an Isolated H. Fig. 1A shows the calculated band
structure in which we excite one electron from the C-H bonding
(BD) state to the C-H antibonding (AB) state. We focus on the
time evolution of the H because energy dissipation through e-ph
coupling mainly takes place here. Fig. 2A shows that in about
40 fs the C-H bond length is increased to 2.6 Å. However, the
corresponding change in KE(H) is only about 0.1 eV. This is a
strong indication that most of the energy dissipation takes place
through e-e coupling. The exceptionally large C-H distance is
because the electronic excitation brings the H into an excited-
state potential energy surface (PES)* with a much shallower
potential energy valley than the ground state, as schematically
shown in Fig. 2C.
After the first 60 fs, H enters a period of oscillation as a result

of PES evolution*, where KE(H) changes between 0 and 1.5 eV.
At about 80 fs, the energy levels of both the excited electron and
the hole have approached those of the Dirac point to within 0.6
eV. At this point, most of the energies of the excited carriers
have dissipated. From the amplitude of the energy oscillation,
we estimate that, of the 7.7-eV initial excitation, about 5.8 eV is
transferred to the background electrons, and only 1.9 eV is trans-
ferred to the ions, which is not enough to dissociate H. Further-
more, due to the strong e-e coupling, even the optimal H BD to
H AB excitation cannot break the C-H bond.
In the meantime, the dissipation of KE(H) into KE(C) is also

significant; for example, about 0.3 eV is dissipated for 70 < t <
140 fs. We estimate that, without a continued energy transfer
from electronic excitation, most of the KE(H) will dissipate in
the next 300 fs. This happens because the H stretching frequency
of about 1,240 cm−1, as determined from Fig. 2A (70 fs < t < 140
fs), is in the range of optical phonon frequency of graphene,
1,200–1,600 cm−1 (20).

Fully Hydrogenated Graphane. Fig. 1B shows the calculated band
structure. In contrast to graphene with an isolated H, here we
consider transitions across the band gap, i.e., from valence band
maximum (VBM) to CBM. Because these levels are delocalized
states of graphane, the contribution of a single electron–hole

(e-h) pair to an individual C-H bond is negligible. The effect of
excited carriers becomes significant when the excitation intensity
is a fraction of the total C-H bond density.† Fig. 1B, Insets shows
that the CBM and (CB +1) bands are the C-H AB states, whereas
the VBM and (VB −1) bands are the delocalized C-C BD states.
The (VB −2) band (which is 2 eV below the VBM) is the delo-
calized C-H BD states. Thermal fluctuation will break the trans-
lational symmetry of H in graphane. We mimic this effect by
carrying out ground-electronic–state MD at room temperature
(300 K) as input to time-dependent density functional theory:
MD.
Fig. 3 shows the MD results for excitation intensity I = 0.167,

which is defined as the ratio of the number of e-h pairs to the
number of C-H bonds. At this excitation, although most of the
Hs oscillate around their equilibrium positions in the 1.0- to
1.35-Å range with KE(H) < 0.35 eV/H, two of the Hs (hereby
labeled as Hdiss) appear to fly away. When the C-H distance is
over 1.4 Å, the corresponding KE(Hdis)s exhibit a substantial
linear increase, signaling the establishment of an efficient elec-
tronic energy transfer channel to the two Hdiss. Positive slopes for
the two Hdiss in Fig. 3 suggest that the electronic energy transfer
to KE(Hdis) is initiated by a repulsive interaction of the H with
surrounding atoms.
Fig. 4A shows the PE of the ions that oscillates around 9 eV

when t < 15 fs. After 15 fs, however, PE decreases to 1 eV within
10 fs. Because KE without the two flying-away Hs, namely,
KE(tot – 2Hdis) in Fig. 4A, remains largely unchanged, the
electronic energy is mainly transferred to the two Hdiss, namely,
KE(2Hdis). Fig. 4B shows the time evolutions of the occupied
CBM and (CB +1) states, which oscillate due to C-H vibration.
Indeed, in addition to the oscillations, these eigenvalues de-
crease with time. To quantify the decrease, we fitted the CBM
eigenvalue by a cosine plus a linear term. The latter is shown as
a dotted line in Fig. 4B. By contrast, there is no observable in-
crease in the empty hole states (either VBM or VB −1) as they
are carbon states of the graphane.
Note that I is an important parameter to the electronic energy

transfer, because if the initial excitation is not sufficient to excite
a significant e-ph coupling, namely, to dissociate at least one H,
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Fig. 1. (A and B) Band structures of isolated H on (A) graphene and (B) graphane. Vertical arrows indicate optical transitions. Insets show real-space charge
distributions for four characteristic states.

*In this study, we consider the PES evolution within the framework of the quantum-
classical mixed dynamics such as the Ehrenfest dynamics (6, 18). It should be noted that
a more rigorous definition of the excited and time-dependent PES has recently been
proposed by an exact factorization of the electron-nuclear wavefunction (19).

†In our calculation, the maximum I = 0.25 per C-H bond corresponds to a photoinduced
electron density of about 1015 cm−2. Hydrogen photodesorption experiments have been
carried out with laser fluence in the range of 10ths or hundreds of mJ/cm2 (10). A fluence
of about 10 μJ/cm2 corresponds to an electron density of about 1012 cm−2 (21). Therefore,
our choices of I can be experimentally realized.
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no electronic relaxation will take place. This is illustrated in Fig.
4C for a smaller I = 0.139, where the same fit to the time evo-
lution of the CBM state yields a slight increase, rather than
a decrease.
Fig. 4D shows the I dependences of H dissociation from which

we derive the critical intensity Ic = 0.14 and separately the I de-
pendence for transition from the H BD state (below the VBM) to
the H AB state (equal to the CBM) (Fig. 1B) from which we
derive Ic = 0.08. In both cases, the blocking of the electronic
relaxation at the CBM to other electronic degrees of freedom is
the key for H desorption but in the latter case, the weakening of

the C-H bond by the presence of excited holes further increases
the likelihood of H desorption. As a result, the corresponding Ic is
smaller. It should be noted that Ic here is only an upper bound to
the actual threshold due to the relatively short simulation time:
Indeed, longer simulation time for I = 0.139 yields one H de-
sorption at t = 40 fs. To remove H from the graphane, it is de-
sirable to use minimum I, because holes in the VBM or (VB −1)
bands also weaken the C-C bonds, thereby giving rise to lattice
rupture similar to what was calculated for ultrafast phase change
materials (22).
It is known that fully H-covered graphene with sp3 hybridiza-

tion is more stable than graphene with low H density due to the
break of the carbon π-bond network in the latter (23). However,
H desorption in the former by optical excitation is easier than
that in the latter. This brings us to an important question: Can
photoexcitation be used to deplete H or other chemical radicals
from graphene? Thermodynamically, it is known (23) that radi-
cals want to cluster. Therefore, with thermal annealing, photo-
excitation could be an effective way to remove most of the H.

Summary
The study of H dynamics on hydrogenated graphene reveals the
physics that control the energy transfer from an electronically
excited state. Whereas the e-e coupling is the usual fast decaying
channel, one may curb its effectiveness or completely shut down
the channel by excitation to the conduction band edge. This en-
hances energy relaxation through the e-ph channel. In the case of
a chemisorbed ligand such as hydrogen, effective photodesorption
requires tuning the antibonding state to the CBM, for example,
through band gap opening. It is expected that the physics here are
not limited to hydrogen on graphene only. Rather, the general
principle may be used to regulate photodesorption of a broad
range of chemisorbed ligands on semiconductor surfaces.

Ground state

Excited state

Relaxed state

(1)

(2)

(3)

(1) (2) (3)

A

B

C

Fig. 2. (A and B) Time evolution of (A) C-H bond length and (B) KE for
isolated H on graphene. (C) Schematic diagram of the PES before and after
photoexcitation and its time evolution. Solid, dotted, and dashed lines in B
stand for H, all carbon atoms, and the total system, respectively.

0

5

10

15
(fs)

t = 25 fs

Fig. 3. KE with respect to C-H distance for each H in graphane with I = 0.167.
Time evolution of the H atoms is given by the color coding. Inset shows the
atomic structure at t = 25 fs.
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Fig. 4. (A–C) Time evolution of (A) energy and (B and C) energy levels of
the CBM and (CB +1) band states with I = 0.167 and 0.139, respectively. In
A, PE is rigidly shifted to 11 eV at 0 fs to show the PE in the energy scale.
(D) Number of dissociated Hs up to t = 25 fs as a function of the excitation
intensity.
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Methods
Real-time electronic and ionic dynamics calculations are carried out using ab
initio MD, coupled with time-dependent density functional theory (24), as
implemented in the SIESTA code (25–27). Norm-conserving Troullier–Martins
pseudopotentials (28), the Perdew–Burke–Ernzerhof exchange-correlation
functional (29), and the local basis set of double-ζ polarized orbitals are
used. The real-space grid is equivalent to a plane-wave cutoff energy of 100
Ry. A 6 × 6 supercell with Γ-point sampling for the Brillouin zone integration
is used. A 10-Å vacuum region is introduced between the supercells. To
determine whether the vacuum region is large enough for H dissociation,
we have increased it to 15 Å. The calculated H trajectories are, however,
practically the same as before. Ionic coordinates are fully relaxed until the
residual forces are less than 0.02 eV/Å. The electronic excitations are mod-
eled in a phenomenological way by using constrained density functional
theory calculations with the fixed occupation of the electronic states (30).
We use a time step of 24 as, and the total energy is conserved to within 10−5

eV/fs per atom. A smaller time step improves the energy conservation but
also significantly limits the total simulation time. At the current convergence
of 10−5 eV/fs per atom, the variation of the total energy is less than 0.1 eV,
which is comparable to errors from other approximations. Our simulation
treats electrons quantum mechanically but treats ions classically. Such an
approach is appealing because a full quantum mechanical treatment is still
impractical. Within the approach, two methods have been proposed for
the dynamics: the surface-hopping method (31) and the Ehrenfest method.
The surface-hopping method can accurately describe trajectory bifurcation
and microscopic reversibility, but has several inherent shortcomings such
as unphysical discontinuities in the ionic momentum, a dependence on
the choice of representation, the violation of self-consistency, and the high

computational cost (6, 32). The Ehrenfest method removes these difficulties,
but it may produce unphysical mixed states at the outcome. The improved
Ehrenfest method solves the mixed-state problem by including a decoher-
ence effect (33). However, implementation of the method to a large system
such as ours is still intractable. For isolated H, more than 30 PESs are involved
in the carrier relaxation (Fig. 1). As such, the improved Ehrenfest method is
difficult to apply. Ehrenfest dynamics are the suitable approach with the
assumption that decoherence time is longer than simulation time. For fully
hydrogenated graphane with excitation from the valence band edge to the
conduction band edge, the Ehrenfest dynamics are also valid. This is evi-
denced by the fact that over the simulation time of 25 fs, off-diagonal
matrix elements between the conduction and valence bands are all smaller
than 0.01 eV, which is small compared with the graphane band gap. Because
only one PES dominates, the Ehrenfest, improved Ehrenfest, and surface-
hopping dynamics are all valid approaches. Hence, we use the Ehrenfest ap-
proximation for ionic dynamics. More detailed assessment of calculation ac-
curacy is discussed in SI Methods: Assessment of Calculation Accuracy.
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