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Abstract

The past decades have witnessed the success of ground-state density functional

theory capturing static electronic properties of various materials. However, for

time dependent processes especially those involving excited states, real-time

time-dependent density functional theory (rt-TDDFT) and advanced

nonadiabatic algorithms are essential, especially for practical simulations of

molecules and materials under the occurrence of ultrafast laser field. Here we

summarize the recent progresses in developing rt-TDDFT approaches within

numerical atomic orbitals and planewave formalisms, as well as the efforts

combining rt-TDDFT and ring polymer molecular dynamics to take into

account nuclear quantum effects in quantum electronic-nuclear dynamic sim-

ulations. Typical applications of first-principles dynamics of excited electronic

states including high harmonic generation, charge density wave, photo-

catalytic water splitting, as well as quantum nuclear motions in ozone and

graphene, are presented to demonstrate the features and advantages of these

methods. The progresses in method developments and practical applications

provide unprecedented insights into nonadiabatic dynamics of excited states in

the Ehrenfest scheme and beyond, towards a comprehensive understanding of

excited electronic structure, electron–phonon interactions, photoinduced

charge transfer and chemical reactions, as well as quantum nuclear motions in

excited states.
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1 | INTRODUCTION

Many phenomena such as chemical reactions,1–3 electron–phonon couplings (EPCs)4,5 and ultrafast laser-induced
dynamics6–10 stem from atomic-level nonadiabatic dynamics. Herein, traditional Born–Oppenheimer approximation
(BOA), which allows us to construct a well-defined potential energy surface (PES), is invalid. In BOA, the electrons and
nuclei are decoupled, because the electrons move much faster than nuclei and the nuclei are regarded as “frozen” when
considering electronic dynamics. For nonadiabatic dynamics, the coupling between electrons and nuclei cannot be
ignored, indicating a breakdown of BOA. To investigate these nonadiabatic dynamics essential for the development of
modern science and technology, exact or numerical solutions of time dependent Schrödinger equation (TDSE), espe-
cially in the presence of external field, are required. In the past decades, some computational methods aiming at full
quantum dynamics have been developed, including multiconfiguration time-dependent Hartree11,12, variational multi-
configurational Gaussian wave packet method,13 and multiple spawning approaches.14 However, suffering from high
computational costs, these methods are usually limited to small systems containing a few to tens of atoms

Considering classical nuclear approximations, one can remarkably reduce the computational costs corresponding to
nuclear degrees of freedom, avoiding the precalculated PES. The mixed quantum–classical dynamics, where some
degrees of freedom obey quantum mechanics and others are treated classically, have been rapidly developed in recent
years. These approaches including quantum–classical Liouville dynamics,15,16 nonadiabatic Bohmian dynamics,17

coupled-trajectories mixed quantum–classical method,18 fewest-switches surface-hopping algorithm19,20 (FSSH), and
Ehrenfest dynamics,21–24 enable us to simulate large-scale mixed quantum−classical dynamics of realistic materials at
present. It should be noted that ab initio multiple spawning, where the Gaussian functions representing nuclear wave
packet are evolved along classical trajectories, can deal with nearly the same size as FSSH.

Here we focus on recent progresses in developing first-principles simulation methods dealing with nonadiabatic
excited state dynamics based on Ehrenfest scheme and beyond. In the presence of external field, the electronic
evolutions and nuclear motions of the system are strongly coupled, therefore, the BOA is not valid anymore and the
time-domain propagation of excited electronic states is required in Ehrenfest schemes. By the way, the treatment of
excited state dynamics processes with an explicit external field can also be performed within the Born–Huang represen-
tation of the molecular wavefunctions, based on a linear combination of Born–Oppenheimer (time-independent) elec-
tronic states. Real-time time-dependent density functional theory (rt-TDDFT), wherein time-dependent Kohn–Sham
(TDKS) equations are numerically solved, has been implemented in many software, for example, SALMON,25 ELK,26

OCTOPUS,27 GPAW,28–30 YAMBO,31 NWCHEM32 and so on. Our homemade time dependent ab initio package
(TDAP)22,33 and time dependent ab initio plane wave code (TDAPW) have followed this line of progresses. The main
features and some differences of these rt-TDDFT approaches are listed in Table 1. Different technical approaches have
been adopted; for example, TDKS equations are solved on real-space grids (RSG) in OCTOPUS and SALMON, and in
reciprocal space for the rest of codes. ELK is a full potential augmented planewave (PW) method while TDAPW is based
on pseudopotentials and the PW formalism, and TDAP adopts numerical atomic orbital (NAO) basis sets. Generally,
parallelization schemes can be efficiently achieved while using RSG but not efficient to deal with extended systems.
With a large-scale basis set, PW can provide higher accuracy but limit to relatively smaller systems. The NAO basis

TABLE 1 Some software on rt-TDDFT and their main features

TDAP TDAPW OCTOPUS ELK GPAW YAMBO NWCHEM SALMON

Multi-K √ √ √ √ × √ × √

Dipole field √ √ √ ● √ ● √ √

Vector field √ √ √ √ × √ × √

Berry phase √ × × √ × √ × ×

MD √ √ √ × ● × ● ●

PIMD √ × × × × × × ×

TypeBasis NAO2 PW3 RSG3 PW4 RSG/NAO RSG Gaussian RSG3

NumBasis/Na 10 103 104 105 104/10 104 102 104

TimeStep/as 50 50 1 1 10 1 2.5 1

√, realized; ●, realized but problematic; ×, not realized.
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requires a small amount of basis set but in some sense sacrifices the computational accuracy, benefiting from calcula-
tions of orbital related physical quantities.

Combining the time-domain quantum evolution of electronic states with the classical approximations of nuclear
motions, the scheme of Ehrenfest dynamics has been implemented in the OCTOPUS, TDAP, and TDAPW codes.
Within the classical-nuclei approximation, nuclei move in the mean field of electronic PES, and forces acting on the
nuclei are calculated on-the-fly.

To further consider nuclear quantum effects (NQEs), ring polymer molecular dynamics (RPMD) based on imagi-
nary-time path integral simulations of nuclear trajectory has been introduced.34,35 Tully et al. have further developed a
nonadiabatic method of RPMD implemented with FSSH, but its application is limited by the heavy computational cost
if real excited state PES are used. Consequently, we have proposed a new strategy to deal with quantum nuclear
motions and time dependent electronic evolutions, for both finite and periodic systems.36 This newly developed
approach, termed ring polymer time-dependent ab initio propagation (RP-TDAP), allows us to capture the NQE in
excited state nonadiabatic dynamics and investigate the scenarios beyond Ehrenfest scheme.

In the following sections we limit our attention to first principles rt-TDDFT algorithms implemented with NAOs
and PW basis sets, together with the framework of RP-TDAP approach, a full quantum dynamics description for
electrons and nuclei. Intriguing applications of these methods are presented in subsequent sections, including strain-
induced tunable high harmonic generation (HHG) in monolayer MoS2,

37 novel photoinduced collective mode and
complete inversion of charge density wave (CDW) ordering in 1T-TiSe2,

38,39 photocatalytic water splitting induced by
the proton transfer in Au20 cluster40 and the hole transfer process in g-C3N4, as well as the quantum evolution of
nuclear wave packets in ozone and ultrafast carrier relaxation in graphene.36 The results establish the feasibility of our
approaches and hint for new insights in understanding complex nonadiabatic dynamics of excited states in a full quan-
tum framework.

2 | METHODOLOGY

The Hamiltonian of a combined electronic and nuclear system is defined as

Ĥtot r,R, tð Þ= T̂N Rð Þ+ ĤBO r,Rð Þ+Uext r,R, tð Þ, ð1Þ

where T̂N , ĤBO , Uext represent the nuclear kinetic energy, the external potential, and electronic Hamiltonian, respec-
tively; r and R are the collective coordinates of electronic positions ri and nuclear positions Rα. The electronic Hamilto-
nian ĤBO can be expressed as

ĤBO r,Rð Þ=
X
i

p̂2i
2m

+
X
i< j

e2

ri−r j

�� ��−
X
i,α

eZα

ri−Rαj j +
X
α,β

ZαZβ

Rα−Rβ

�� �� = T̂el +V r,Rð Þ: ð2Þ

Here the electronic kinetic energy T̂el is defined as
P
i

p̂2i
2m, where m is the mass of electrons and pi is the momentum of

ith electron; the rest terms are denoted as V(r, R), where e and Zα are the charge of electron and the αth nucleus,
respectively. As discussed in References 21,23, the time-dependent self-consistent field formula (TDSCF) can be derived
by simplifying the total wavefunction into the product of electronic and nuclear wavefunctions. Therefore, the explicit
dependence of electronic wavefunctions on nuclear coordinates is removed and the Berry phase of electronic
wavefunctions with respect to nuclear coordinates under the derivation disappears.41,42 The TDSCF equations under an
external field are obtained as the following:

iℏ
∂

∂t
φ r, tð Þ= T̂el +

ð
dRχ* R, tð Þ V r,Rð Þ+Uext r,R, tð Þ½ �χ R, tð Þ

� �
φ r, tð Þ, ð3Þ

iℏ
∂

∂t
χ R, tð Þ= T̂N +

ð
drφ* r, tð Þ ĤBO r,Rð Þ+Uext r,R, tð Þ� �

φ r, tð Þ
� �

χ R, tð Þ: ð4Þ
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Here φ(r, t) and χ(R, t) represent electronic and nuclear wavefunctions, respectively; the external field Uext(r, R, t) is
introduced. New electronic Hamiltonian can be written as Ĥeff r,R, tð Þ= ĤBO r,Rð Þ+Uext r,R, tð Þ and a mean field of
electronic states is obtained by:

U R, tð Þ�
ð
drφ* r, tð ÞĤeff r,R, tð Þφ r, tð Þ: ð5Þ

At each time step, the mean field acting on the nuclei is calculated based on TDDFT. With classical approximation of
nuclei motions,

χ R, tð Þ!
X

α
δ R tð Þ−Rα tð Þð Þ, ð6Þ

the time dependent electronic equation (Equation (3)) is reduced to:

iℏ
∂

∂t
φ r, t;Rtð Þ= Ĥeff r,R, tð Þφ r, t;Rtð Þ, ð7Þ

where the electronic wavefunction is parametrically dependent on the position of classical nuclei. One can also follow
other strategies to derive the Ehrenfest dynamics from TDSCF.21 To simplify the derivation, we use the delta function
expression here.

According to the Runge–Gross theorem,43 one can follow the idea of utilizing an auxiliary system of noninteracting
(Kohn–Sham) electrons in density functional theory and deduce Equation (7) into the TDKS equation:

iℏ
∂

∂t
ψ r, tð Þ= ĤKS r,R, tð Þψ r, tð Þ, ð8Þ

where ĤKS r,R, tð Þ= T̂el +
P

Vlocal
I rð Þ+ P

VKB
I +VH r, tð Þ+VXC r, tð Þ+Uext r,R, tð Þ and ψ(r, t) are the Kohn–Sham

orbitals. Here Vlocal
I rð Þ and VKB

I are the local and Kleinman–Bylander parts of the pseudopotential of atom I, while
VH(r, t) and VXC(r, t) are the Hartree and exchange-correlation (XC) potentials, respectively. In contrary to the existence
of many good XC functionals in density functional theory, fine approximations of time dependent XC functional VXC(r,
t) are still scarce. It is worthy to note that the XC potential in most popular applications is simply approximated by the
adiabatic XC potential—the so-called adiabatic approximation. It is shown some absorption spectra calculated from adi-
abatic local-density approximation are in good agreement with experimental results, indicating the adiabatic approxi-
mations can be used in many cases.44 However, the deficiencies of this approximation include the underestimated
quasiparticle gap, lack of excitons and long-range decay of potential, inherited from the drawbacks of adiabatic XC
potentials conventionally used. To consider the excitonic interactions in the spectrum, Gross et al. proposed the boot-
strap approximation for the XC kernel.45 It is still on the way to develop generic workable time-dependent XC
potentials.

2.1 | rt-TDDFT employing local atomic basis set

Because orbitals are not orthogonal in NAO basis sets, we express the overlap matrix Sk and Hamiltonian Hk at each k
point as:

Siα,jβ,k =
X

s
e− ik�Rs ξiα r+Rs +bið Þh j ξjβ r+b j

� �� �
, ð9Þ

Hiα,jβ,k =
X

s
e− ik�Rs ξiα r+Rs +bið Þj ĤKS

� �
ξjβ r+b j

� �	 

: ð10Þ
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Here the lattice vectors are denoted as Rs (s = 1, 2, 3, …, N), where N is truncated to form a finite supercell. The postion
of atom i is represented by bi and the associated NAO is defined as ξiα, where α denotes both the orbital and angular
quantum numbers of the atomic states.

To simulate photoinduced excited electronic states, time-dependent electric field E(t) can be introduced to the Ham-
iltonian in two different ways: the length gauge and the vector gauge. Within the length gauge, one can involve the
effect of electric field E(t) via Uext(r, t),

Uext r, tð Þ= −E tð Þ �r: ð11Þ

In this scenario, auxiliary vacuum layers are required in the direction of electric field, otherwise the energy would
diverge at the edge of unit cell. Within the vector gauge derived from a gauge transformation,46,47 the vector potential A
can be written as:

A= −c
ð
Edt,E= −

1
c
∂A
∂t

, ð12Þ

leading to the expression of the electronic kinetic energy part in TDKS equation (k is the momentum in reciprocal
space):

T̂el =
1
2m

ℏk−
e
c
A

� �2
=

1
2m

ℏk+ e
ð
Edt

 �2

, ð13Þ

which indicates calculations of periodic systems can be performed in the vector gauge scheme.
Now we can obtain the time propagation of the TDKS equation (Equation (8)), at the approximation of time evolu-

tion operator using first order Crank–Nicholson scheme48:

FIGURE 1 . (a) Flowchart of k-resolved algorithm for evolution of electronic system. Here Sk, Hk, and unk are the overlap matrix,

Hamiltonian matrix, and TDKS orbitals at k, respectively. (Reprinted with permission from Reference 33. Copyright 2018 Wiley & Sons,

Inc.) (b) The scheme of quantum dynamics for electronic and nuclear evolution. At first, electrons are excited by light field and ions move on

an excited potential energy surface (S1). Considering the nuclear quantum effect, the wavefunction of nuclei may separate into a few wave

packets and exhibit quantum behaviors upon the impact of electronic excitation. (Reprinted with permission from Reference 36. Copyright

2019 IOP Publishing Ltd) (c) Flowchart of RP-TDAP in practical computation. RPMD evolves the atomic positions and rt-TDDFT manages

the evaluation of atomic forces. Each bead follows its own electron-nuclear evolution, while all beads are connected by a harmonic spring to

neighboring beads (Reprinted with permission from Reference 36. Copyright 2019 IOP Publishing Ltd)
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unk r, t2ð Þj i≈exp − iS−1
k t0ð ÞHk t0ð ÞΔt� �

unk r, t1ð Þj i, ð14Þ

exp − iS−1
k t0ð ÞHk t0ð ÞΔt� �

≈
1− iS−1

k HkΔt=2
1+ iS−1

k HkΔt=2
, ð15Þ

where unk(r, t) = ψnk(r, t)e
−ik � r is the periodic part of Bloch function, and Δt = t2 − t1 is the length of time step. Fig-

ure 1a shows the flowchart of real time excited state simulation at a given electronic step.
The motions of nuclei depicted by Equation (4) can be treated within the classical limitation, where the forces

applied on the ions are obtained from the following Newton-like equation:

−Fα tð Þ=
ð
drφ* r, tð ÞrαĤeff r,R, tð Þφ r, tð Þ, ð16Þ

where Fα(t) is the forces on the nuclei that propagate in the mean field of electronic environment. The expression
−Fα(t) = rαU(R, t) is equivalent to Equation (16), when the φ(r, t) is the solution of Equation (7) but not the eigenstates
of Ĥeff . Many discussions about the two notations have been reported, and it is shown Equation (16) is a more precise
notation, corresponding to a deep insight relevant to the energy conservation.49–51

This mean-field nature leads to the limitations of the Ehrenfest dynamics. In the cases where strong nonadiabatic
couplings between electrons and nuclei are present, the mean-field dynamics are invalid. Therefore, the Ehrenfest
dynamics should be restricted to the dynamics where the nonadiabatic coupling is weak. When the energy difference of
two electronic states is large enough, the nonadiabatic coupling leaves the strongly coupled regions. Such applications
include absorption spectra, dielectric functions of systems and ultrafast dynamics upon strong laser field in a short
period. Another limitation is the deficiency of detailed balance. It is demonstrated the Ehrenfest dynamics deviates
from Boltzmann distribution and the final state derived from Ehrenfest dynamics may be controversial.52

Taking into account of classical limitation of nuclei, the Ehrenfest-like schemes reduce the computational cost but
sacrifice some accuracy, without the need of precomputed PES. From this perspective, NQE, such as quantum tunnel-
ing, cannot be included in these dynamics. In comparison to the FSSH method, the Ehrenfest schemes may lose some
accuracy in certain circumstances (such as in the region of branching)53 and cannot retain the detailed balance. How-
ever, problems of FSSH, such as overcoherence, can cause unrealistic effects which is reviewed in Reference 54. One
can evaluate the nonadiabatic dynamics methods in three aspects: the limitation of time scale, and the size of the sys-
tem, the accuracy of evolution. In the development of advanced methods, it seems that TDDFT-MD method is a reason-
able choice with good compromises between the scale and the accuracy, especially for the extended systems under
external electric field, among all other approaches that are currently available.

2.2 | rt-TDDFT employing PW basis set

In addition to NAO basis sets, we also implement the TDDFT approach in the quantum Espresso using a PW basis
G.55,56 In the PW basis, the TDKS equation at each k point in the Brillouin zone is given by:

iℏ
∂ψγk G, tð Þ

∂t
=Hk tð Þψγk G, tð Þ, ð17Þ

where γ denotes the index of TDKS states. Hk tð Þ is the Hamiltonian operator represented by the PW basis:

Hk G,G0, tð Þ= ℏ2

2m
k+G+A tð Þj j2δG,G0 +V G,G0, tð Þ: ð18Þ

Here V(G, G
0
, t) is the potential energy term, including ion-electron potential, Hartree potential and XC potential, and

so on. The A(t) is the external potential in the velocity gauge, which is denoted:
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A= −c
ð
Edt,E= −

1
c
∂A
∂t

: ð19Þ

To accelerate computation, the adiabatic basis ϕik(G, t1) and the eigenstates of the Hamiltonian Hk G, t1ð Þ are used to
expand TDKS states:

Hk G, t1ð Þ j ϕik G, t1ð Þð Þ= ϵik t1ð Þ j ϕik G, t1ð Þð Þ, ð20Þ

j ψγk G, tð Þ� �
=
X

i
ciγ,k tð Þ j ϕik G, t1ð Þð Þ: ð21Þ

Here ϵik is the eigenvalue and i is the band index (i = 1, 2, 3, …, Nb), where Nb is the total number of bands. The coeffi-
cient ciγ, k(t) is hϕik(G, t1) j ψγk(G, t)i. Typically, the dimension of operator represented in the adiabatic basis (Nb × Nb,
Nb�102) is usually much less than that in the PW basis (NG × NG, NG�104). We notate the Hamiltonian operator repre-
sented with the adiabatic basis as H, to distinguish from the Hamiltonian H represented with the PW basis.

Now by introducing coefficient matrix Ck(t), the TDKS equation can be solved based on the adiabatic basis:

Hk tð ÞCk tð Þ= iℏ
∂

∂t
Ck tð Þ, ð22Þ

Ck tð Þ=

c11,k tð Þ c12,k tð Þ � � � c1Ne,k tð Þ
c21,k tð Þ c22,k tð Þ � � � c2Ne,k tð Þ

..

. ..
. . .

. ..
.

cNb1,k tð Þ cNb2,k tð Þ � � � cNbNe,k tð Þ

0
BBBB@

1
CCCCA, ð23Þ

Hk tð Þ=

h11,k tð Þ h12,k tð Þ � � � h1Nb,k tð Þ
h21,k tð Þ h22,k tð Þ � � � h2Nb,k tð Þ

..

. ..
. . .

. ..
.

hNb1,k tð Þ hNb2,k tð Þ � � � hNbNb,k tð Þ

0
BBBB@

1
CCCCA: ð24Þ

By considering Δt is quite small in real simulations (Δt = t2 − t1), one can approximate the time evolution of the Hamil-
tonian as a linear variation within [t1, t2]

57,58:

Hk tð Þ≈Hk t1ð Þ+ t− t1
t2− t1

Hk t2ð Þ−Hk t1ð Þ½ �: ð25Þ

Through unitary transformation, Hk(t2) represented in the adiabatic basis ϕik(G, t1) can be derived from H 0
k t2ð Þ con-

structed by the adiabatic basis ϕik(G, t2):

Hk t2ð Þ= S−1
k H 0

k t2ð ÞSk, ð26Þ

Sij,k t1, t2ð Þ= ϕik G, t2ð Þð Þ j ϕ jk G, t1ð Þ
� �

: ð27Þ

Here the matrix elements of H 0
k t2ð Þ is expressed as:

h0ij,k t2ð Þ= ϕik G, t2ð Þð Þ Hk G, t2ð Þj j ϕ jk G, t2ð Þ
� �

= δijϵi,k t2ð Þ, ð28Þ

where ϕik(G, t2) can be obtained by diagonalizing Hk G, t2ð Þ and solving Equation (20) at t2.
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As for the coefficient matrix Ck(t) in Equation (22), its time propagator can be acquired in the form of:

Ck t2ð Þ=Uk t2, t1ð ÞCk t1ð Þ, ð29Þ

where Uk(t2, t1) is the evolution operator. According to the Crank–Nicholson scheme, when time step dt is sufficiently
small and dtH � 1, the approximate expression of Uk(t2, t1) is

Uk t2, t1ð Þ≈
YNt−1

s=0

1− iℏHk ts + dt
2

� �
dt=2

1+ iℏHk ts + dt
2

� �
dt=2

, ð30Þ

where the ts = t1 + sdt and dt = Δt/Nt � 0.1 attosecond. Hk(ts + dt/2) in the equation can be obtained from Equa-
tions (25)–(28). This strategy allows us to capture the time propagation of electronic states with a relatively large time
step Δt�0.2 fs and avoid the divergence of electronic state during its time evolution. By solving time dependent TDKS
equation using the PW basis sets, the time propagation of the electronic state is determined and the forces acting on the
nuclei can be computed by Equation (16), within classical approximation on nuclear motions.

2.3 | Advanced full quantum dynamics approach

In this section, we discuss a practical computational approach combining rt-TDDFT with RPMD to describe quantum
motions of both electrons and nuclei, as schematically shown in Figure 1b. Generalizing exact path integral molecular
dynamics (MD) for static equilibrium properties, RPMD is a simple approximate technique to treat real-time dynam-
ics59 and has been used to calculate chemical reaction rates60 and the quantum diffusion of liquid water.61 The RPMD
approach provides quantum statistics and semi-classical dynamics descriptions by constructing a fictitious polymer for
the original system.34 The polymer is comprised of n replicas (beads) of the real poly-atomic system and each bead of
the same atom is linked by harmonic spring interactions, the elastic constant of which is proportional to the square of
temperature, k�Mω2

n =M nkBT
ℏ

� �2
. By applying the concept of RPMD, the nuclear Hamiltonian can be expressed as:

Hn p,R, tð Þ=
Xn

j=1

p j

��� ���2
2M

+
1
2
Mω2

n R j−R j−1

�� ��2
2
64

3
75+

Xn

j=1
U j R, tð Þ: ð31Þ

Here Hn(p, R, t) represents the Hamiltonian of n-bead ring polymers and U(R, t) is the potential determined by elec-
tronic states; M and ωn are the mass of nuclei and the frequency of the spring linking n-bead ring polymers, respec-
tively. In this scheme, the nuclear wavefunction χ(R, t) is sampled by a sufficient number of classical beads. Nuclear
motions are solved from:

˙p j = −
∂Hn p,R, tð Þ

∂R j
, ð32Þ

˙R j =
∂Hn p,R, tð Þ

∂p j
: ð33Þ

The TDSCF equation of electron Equation (3) can also be degraded into rt-TDDFT equation for each bead:

iℏ
∂

∂t
φ j r, t,Rtð Þ= Ĥ

j
eff r,Rt, tð Þφ j r, t,Rtð Þ: ð34Þ

In practice, a finite number of classical beads are chosen to sample the path-integral during the RPMD simulations.
To get the thermal equilibrium state at the beginning, the initial sampling from RPMD is always necessary. Although
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certain classical limits are applied in both Equations (3) and (4), quantum nuclear effects are elegantly treated to a cer-
tain degree for both nuclei evolution and electronic propagation, attributed to the fundamental principles of RPMD
method. According to the isomorphism between a quantum particle and classical ring polymer, the beads in real-time
dynamics can be regarded as the possibly existing state of a quantum particle. With the sufficient number of beads
adopted in the simulation, the PES of both ground and excited states can be sampled properly and the influence of
problematic bead connections is negligible, leading to a more accurate quantum description. Overall, if information on
all beads is collected, this combination presents a certain extent of quantum nuclear effects to both nuclei evolution
and electronic propagation. In this sense, the limitation should still be related to the mean-field nature of Ehrenfest
scheme. If the energy difference between excited states and ground state is large enough and the nuclei subsystem
approximately reaches quasiequilibrium, our method can provide efficient sampling for both the excited state and gro-
und state, in some sense improving the mean-field nature of Ehrenfest scheme. For strongly coupled systems, whether
the method can improve the entangled electron-nuclear dynamics remains an open question.

We denote the approach introduced above as the RP-TDAP method, a practical computational scheme to describe
the quantum mechanical behavior of both electrons and nuclei by combining rt-TDDFT and RPMD methods. In our
RP-TDAP method, the nuclear motion is solved within RPMD scheme using Equations (32) and (33) and the electronic
state propagation is derived from Equation (34). The external potential required in RPMD calculations is obtained from
the electronic dynamics calculations within rt-TDDFT framework. In such quantum electronic-nuclear dynamics simu-
lations, rt-TDDFT calculations provide the information of ionic forces, electronic energy and stress tensor, while RPMD
deals with the evolution of atomic positions and velocities.62,63 All these quantities are time-dependent and each bead
in RPMD must follow the constraints from the previous step. Computational flowchart of the RP-TDAP method is dem-
onstrated in Figure 1c.

3 | APPLICATIONS

Below we present a few examples employing the first-principles approaches introduced above, to explore the electronic-
nuclear dynamics of finite and extended systems under intense photoexcitation.

FIGURE 2 . Strain-dependent HHG yield for different harmonics of 1L-MoS2. (a) Evolution of the normalized HHG spectrum under

tensile and compressive strain. (b) The relative change in HHG intensity as a function of strain for representative harmonics (colored dots)

and the linear fit (solid lines). (c) Applying the same method to all harmonics, the absolute value of the slope changes nearly periodically.

Black and red arrows labeled as X and X0 (X = A, B, …) denote the harmonics in the first and second cycle (Reprinted with permission from

Reference 37. Copyright 2019 American Physical Society)
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3.1 | High harmonic generation in MoS2

In the ultrafast regime, attosecond pulses have been developed and employed to track processes in attosecond time-
resolved measurements for years,64–66 owing to the nonlinear effect of HHG. HHG can be explained by two different
mechanisms, intraband and interband transitions, respectively. However, the relative contributions and modulation of
these two mechanisms are still lack of interpretation.67,68 Here we present our findings on the high sensitivity of HHG
when uniaxial strain is applied in monolayer MoS2, based on rt-TDDFT simulations.37 Details of calculating HHG spec-
trum are shown in References 37,69.

Besides some optical modulation methods, one simple and maneuverable way to manipulate the HHG is applying
strain to the host material. To investigate the influence of structural deformation on HHG in MoS2, we calculate the
HHG yields as a function of uniaxial strain, shown in Figure 2a. Under a compressive strain (ε < 0) that only causes up
to 3% change in the lattice constant, the yields for all HHG orders are enhanced by �10 to �150%. On the contrary, the
HHG intensity is reduced with a lower rate when applying the enlarged tensile strain. The sensitivity of HHG in
response to small structural variation of MoS2 shown here indicates that the HHG yields can be continuously tuned by
strain and they are more sensitive to the compressive strain than the tensile one.

Furthermore, it is noticed that the strain manipulation plays different impact on HHG with respect to harmonic
orders. We show the relative change in HHG intensity Iε/I0 (Iε and I0 are the HHG yields with and without strain,
respectively) in Figure 2b. A nearly linear dependence on strain is found, with the slopes of fitted lines varying with
respect to the harmonic orders. We compare the absolute values of slope corresponding to each order, and notice that
the slopes of even harmonics are generally larger than that of the odd ones, as shown in Figure 2c.

The results can be interpreted by intraband and interband transitions. Under the compressive strain, the enhance-
ment of intraband contributions can be described by flatter band dispersion and Berry curvature, resulting in enhanced
harmonic emission. The picture is that flatter band dispersion and Berry curvature are caused by the higher density of
excited carriers from interband transitions, which thus increase the intraband contributions. This analysis of strain-
induced band dynamics in monolayer MoS2 reveals a cooperative effect of intraband and interband excitons on the
HHG yields, and that the contributions of intraband dynamics dominate the HHG spectra morphology whereas the
interband interactions are indispensable in modulating the HHG emission.

3.2 | Charge density wave

Interplays among electrons, phonons, and spins lead to tremendous interesting properties and phenomena in quantum
materials. CDW material is one of the intriguing quantum systems, where electron and phonon degrees of freedom are
strongly coupled. Laser-induced phase dynamics in CDW materials have been investigated recently in experiments.9,70–
75 Using the state-of-the-art rt-TDDFT MD, we are able to simulate and probe the laser-induced CDW states and
dynamics in a variety of typical CDW materials (e.g., 1T-TaS2 and 1T-TiSe2).

3.2.1 | Laser-induced dynamics in 1T-TaS2

Ultrafast laser-induced dynamics in 1T-TaS2 have been widely studied in experiments recently70,71,73; however, the
microscopic mechanism concerning how electronic modulations and atomic motions are coupled remains unclear. By
means of first principles nonadiabatic MD simulations, we present the intrinsic electron-nuclei coupled dynamics in
1T-TaS2. Under high laser irradiation, we find a laser-induced new collective mode, with distinctive electronic proper-
ties from the normal CDW state.38

Photoinduced ultrafast dynamics in 1T-TaS2 with different levels of photoexcitation are shown in Figure 3. At a low
laser intensity of η = 0.64% (η is the ratio of valence electrons pumped into conduction bands by laser), atoms of 1T-
TaS2 oscillate around their equilibrium positions with minor fluctuations, characterized by an oscillating root-mean-
square displacement (RMSD) and the lattice distribution retains the feature of “star of David” (SD) pattern (low temper-
ature C state). When applying a stronger light intensity of η = 1.28%, melting of the CDW state is observed and the SD
pattern is destroyed at �250 fs with the value of RMSD linearly increasing and reaching 0.25 Å at �440 fs. We also
notice that temperature rises from 10 to 103 K after 100 fs (as shown in Figure 3c), as a result of the energy transfer
from electronic orbitals to the kinetic energy of the lattice subsystem. However, we also notice that in 1T-TaS2, such a
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400 K temperature is much lower than the typical thermal melting temperature of CDW, implying the ultrafast CDW
melting is not resulted by only lattice thermal effect but with a nature of photoinduced electronic-nuclear property.

For an even stronger laser intensity of η = 1.92%, photoinduced phase dynamics exhibits a distinctive electron-
nuclei dynamic where the SD collapses at �250 fs to form new orders and a new transient metallic state (referred to as
M state) is generated subsequently. The corresponding RMSD shows an oscillation with a period of 480 fs and reaches
0.32 Å in coordinate with the appearance of M state at �250 fs. When the RMSD swings down to 0.1 Å at �480 fs, the
SD pattern in the atomic structure is restored.

Therefore, with first principles rt-TDDFT MD simulations, we reveal a collective mode in 1T-TaS2 induced by photo-
doping with a strong laser intensity, where the ultrafast dynamic of CDW state has been proven to be a nonthermal pro-
cess and cannot be interpreted by hot electron model70,71 because of the lack of electron–electron scatterings. Capturing
the intrinsic properties of photoinduced electronic-nuclear dynamics in 1T-TaS2, we show a deep perspective for the for-
mation and excitation of CDW in 1T-TaS2, and these results help us to understand a wide range of laser-induced phe-
nomena in CDW materials. In fact, the simulations related to the EPC, such as CDW dynamics, present reasonable
results compared with experimental data, despite that the Ehrenfest scheme is not a rigorous treatment for EPC.

3.2.2 | Self-amplified exciton–phonon dynamics in TiSe2

Which forces are responsible for the formation of CDW in TiSe2 has been debated over years. The major disagreement
between the two mechanisms previously proposed: electron–EPC and excitonic paring, lies on the explicit roles of peri-
odic lattice distortions (PLD) in forming the CDW. We adopt the newly developed rt-TDDFT method to perform quan-
tum photoexcitation simulation of TiSe2 under laser pulses, in order to specify a detailed atomic mechanism for the
ultrafast CDW dynamics.39

Upon laser irradiation, a breakdown of the CDW order induced by bonding–antibonding electronic transition is
observed, which then triggers an antiparallel nuclear motion to the original direction of PLD in TiSe2.

To address the electron-lattice dynamics, we first evaluate the dynamical PES from the simulations. Since the total
energy is conserved, Etot(t) = Ep(t) + Ekin(t) + Ekout(t) (here Ep(t), Ekin(t), and Ekout(t) are the potential energy, in-plane

FIGURE 3 . Time evolution of atomic

structures of bulk 1T-TaS2 under different

photoexcitation. (a) Snapshots of time-

dependent atomic structures for η = 0.64%,

η = 1.28%, and η = 1.92% at 0, 250, 480, and

840 fs after photoexcitation, respectively. (b)

Evolution of RMSD under three laser intensities

(black line, η = 0.64%; purple line, η = 1.28%;

red line, η = 1.92%). (c) Corresponding evolution

of the ionic temperatures calculated from the

kinetic energy of all ions at different times

(Reprinted with permission from Reference 38.

Copyright 2019 American Chemical Society)
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kinetic energy of atoms, and out-of-plane kinetic energy of atoms, respectively), we use −Ekin(t) to represent the dynam-
ical PES for in-plane PLD motions and −Ekout(t) to characterize energy changes introduced by the trivial out-of-plane
A1g mode. We observe that in the first 20 fs, electrons are excited by the laser pulses from the bonding state to the anti-
bonding state, leading to the rise in the potential energy. During 20–300 fs, the dynamical potential energy decreases as
a result of the in-plane PLD movements, while the out-of-plane A1g mode also causes a trivial energy oscillation. The
crystal structure with the opposite PLD is formed, along with dramatic changes in the non-equilibrium electronic band
structure. At about 300 fs, the fully inversion of PLD motion is completed and dynamical PES falls into a local mini-
mum, implying a new quasiequilibrium state with an equivalent symmetry from the original state.

We note that the weakened CDW directly induced by laser excitation is not the only driving force for the PLD inver-
sion; instead, we propose the atomic mechanism where electron dynamics and lattice distortion are facilitated with
each other in the CDW dynamics after initial excitation. Through analyzing the time-dependent electronic band struc-
ture along Γ-M, we show the ionic movements play a critical impact on the electronic structure, which is in excellent
agreement with experimental measurements. Thus, the self-amplified atomic mechanism is identified as the following
process: the decrease in the PLD ! the decrease in the band gap ! the decrease in the energy of photocarriers ! the
further decrease in PLD.

Based on above analysis, we propose an entangled electron-photon mechanism for charge ordering in TiSe2 that
both exciton pairing and the EPC contribute to the PLD/CDW formation within different timescales: the initialization
of the formation of CDW is caused by exciton pairing within 20 fs and subsequently dynamics are facilitated by the
EPC through a self-amplification process, as shown in Figure 4.

3.3 | Photocatalytic water splitting

Hydrogen production from photocatalytic water splitting provides a promising way to harvest solar energy and gain
clean renewable energy sources.76–78 Extensive efforts have been directed to the development of efficient and stable
photocatalytic materials and the understanding of microscopic mechanisms behind water splitting reactions.77,79–81 The
atomic and electronic properties in complex photocatalytic systems are intertwined, and therefore EPC and
nonadiabatic dynamics process play critical roles in charge transfer and nuclear motions. With recent advances in
sophisticated theories and codes for excitedstate properties and dynamics,33 the ability to model and simulate photoex-
citation reaction and process has been rapidly increased. Here we present our studies on the photoinduced water split-
ting processes on gold nanoparticles (Au20) and graphitic carbon nitride (g-C3N4).

FIGURE 4 Schematic of atomic processes in photoexcited 1T-TiSe2. The laser pulse melts charge order within 20 fs, producing the

forces that trigger the ionic movements. The self-amplified dynamics is assisted by electron–phonon couplings after initial excitation

(Reprinted with permission from Reference 39. Copyright 2019 Springer Nature)
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3.3.1 | Photocatalytic water splitting on Au20 cluster

Scientists have observed the direct water splitting when using plasmonic metal nanostructures under irradiation and
this decomposition is induced by hot electrons injection from plasmonic metal particles to water molecules, avoiding of
the Schottky barrier in the semiconductor–metal co-catalyst systems.82–84 Good stability and strong catalytic activity of
gold nanoparticles make them suitable for catalytic applications.85 The Au20 nanocluster, possessing a unique tetrahe-
dral structure with a high surface area and large fraction of corner sites, provides convenient catalytic sites for water
molecule to bind and split.40 It has been found that field enhancement (FE) near the nanostructure and electron trans-
fer to foreign molecules by nonradiative plasmon decay lead to the high catalytic activity of plasmonic metal clus-
ters.86,87 However, the dominant mechanism to maximize plasmon-induced photoreaction rates still remains as an
open question.

We carry out ab initio rt-TDDFT simulations of laser-irradiated Au20 embedded in liquid water,40,88 as shown in Fig-
ure 5. The model system and laser envelope are displayed in Figure 5a,b, respectively. In response to the Gaussian laser
pulse of strength up to 2.3 V/Å, we present the dynamical water dissociation process on Au20 cluster. In the initial time
period from 0 to 10 fs, all O H bonds oscillate. Due to the emergence of laser pulse, two broken O H bonds from two
separate water molecules are identified. And the bond lengths dOH1 = 1.07 Å (dOH2 = 0.97 Å) at t = 10 fs increases to
3.11 Å (3.09 Å) at t = 35 fs, respectively. That is, two water molecules split into hydroxyl groups (OH) and hydrogen
atoms within 35 fs. The water dissociation process is promoted by Au20 cluster, in contrast to the case of pure water liq-
uid where no dissociation is observed under the same laser irradiation and timescale, as compared in Figure 5c,d. And
we also illustrate the water dissociation process is supported by rapid proton transport due to a Grotthuss-like mecha-
nism,89 forming hydronium ions (Figure 5e).

We characterize the influence of FE and hot electron transfer for the water splitting reactions assisted by Au20 clus-
ter. The dependence of the number of dissociated OH bonds in water on the laser intensity and frequency suggests that
the splitting reactions are induced by plasmon. By analyzing the FE spectra displayed in different position around Au20
cluster, we find position-dependent FE and reaction rate, where the two quantities have a good correlation. On the
other hand, electron transfer from Au20 cluster to anti-bonding orbital of water is also revealed by the time-evolved
charge density, but it has a weak correlation to water splitting reaction rate. We identify that the water splitting process

FIGURE 5 (a) Snapshot of the

Au20 cluster in water, where yellow,

red, and gray spheres represent gold,

oxygen, and hydrogen atoms,

respectively. The arrow denotes

polarization direction of the laser

field. (b) Time evolution of the laser

field with field strength

Emax = 2.3 V/Å and frequency

ħω = 2.81 eV. Under this laser pulse,

time-evolved O H bond length dOH
of all water molecules with (c) and

without (d) Au20 cluster are shown.

(e) Atomic configurations at time

t = 0, 16, 18, and 21 fs (Reprinted

with permission from Reference 40.

Copyright 2018 American Chemical

Society)
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is primarily induced by plasmon-induced FE, while the commonly assumed electron transfer plays a less impor-
tant role.

3.3.2 | Photocatalytic water splitting on g-C3N4

Traditional catalytic materials usually contain metal elements. Metal-free g-C3N4, as a potential efficient photocatalyst,
exhibits high chemical and thermal stability, inexpensive, and nontoxic nature.81,90–92 Owing to relatively low hydrogen
production, many efforts have been made to improve the photocatalytic efficiency of g-C3N4, such as sulfur doping93,94

and carbon dots embedding.91 To boost the efficiency and design better photocatalysis, a comprehensive understanding
of the microscopic mechanism and electron dynamics of water splitting reaction in g-C3N4 is essential, but remain
absent. Here we report rt-TDDFT MD simulations of water photocatalytic splitting process on g-C3N4. Time evolution
of charge transfer process can be directly revealed from our first-principles simulations.

Dynamic processes of single water splitting on g-C3N4, irradiated by a laser field with a photon energy of 3.1 eV and
an intensity of 0.1 V/Å, are shown in Figure 6. In the first photoexcitation time period of 27 fs, water adsorption struc-
ture remains stable, accompanied by electrons excited from nitrogen to carbon atoms in g-C3N4. The oxidation transfer
occurs during 55–59 fs involving a large proportion of electron injected from water molecule to nitrogen atom and a
small portion to carbon, with no obvious change in OH bond length of water. When the system evolves into the reduc-
tion transfer period, electrons transfer back from g-C3N4 to water molecule together with the initiation of OH bond dis-
sociation. Electron excitation from nitrogen to carbon induces a hole transfer from water to nitrogen, leading to the
bond breaking of the water molecule. It suggests a three-step mechanism for the photocatalytic water splitting dynam-
ics in g-C3N4, that is also identified in the complex solid–liquid interfacial environments. Different from traditional
scheme,77,95 hole transfer plays a key role in the nonadiabatic photocatalytic process and dominates the water splitting
reaction on g-C3N4.

3.4 | Quantum electronic-nuclear dynamics

As discussed in the introduction part, one advanced progress in studying quantum dynamics from first principles is the
development of a practical computational scheme combining rt-TDDFT and RPMD approaches (RP-TDAP), which can
treat quantum nuclear effects going beyond the Ehrenfest dynamics. This advanced method has been applied to both
finite (i.e., ozone molecule) and periodic (i.e., graphene sheet) systems and successfully reveals unique electronic and
nuclear quantum features upon photoexcitation, which cannot be captured in simulations with a classical atomic
trajectory.

FIGURE 6 (a) Time evolved O H bond

length in single water splitting and four typical

snapshots (27, 65, 70, and 86 fs) in the first-

principles dynamics. (b) The evolutions of

electrons numbers on each species by Hirshfeld

charge analysis in 0–27 fs. (c) 55–59 fs. (d) 59–
70 fs. We treat the initial state as a zero-electron

state and scale the results 10 times, defining this

10-fold charge as pseudo electron

14 of 20 YOU ET AL.



3.4.1 | Nuclear wave packet splitting in ozone

We first present an example that the quantum splitting of nuclear motions are found in ozone molecule under a strong
laser excitation when NQEs are considered. The ozone molecule is equilibrated by a standard RPMD simulation carried
out in canonical (NVT) ensemble at 20 K for 2 ps, followed by the RP-TDAP simulations performed on the ozone irradi-
ated by an ultraviolet light whose photon energy is 8.75 eV. The direction of the laser field is parallel to the major tran-
sition dipole moment of ozone,96 and the intensity is 0.25 V/Å with a full width at half maximum of 12 fs.

Two local minima structures of ozone, the normal ground state and the cyclic state, have been identified with an
energy difference of �1.3 eV.97 As shown in Figure 7a, the normal state is defined by the structure feature that O O
bond lengths are between 1.2 and 1.3 Å with an angle around 120�, while the cyclic state is identified by the equilateral
structure that O O distance is �1.0 Å. Under the excitation of laser at a low temperature of 20 K, the ozone molecule
is found to evolve into two distinct configurations, revealed by the difference of the number of excited electrons in each
bead and the variance of the distances between beads with time, as shown in Figure 7b,c. According to the geometry
criterion in Figure 7a, we separate the beads into the normal and cyclic types based on the structure features of irradi-
ated ozone at 70 fs. During the photoinduction process, the excited beads start splitting into two types of states from
�20 fs, right after the peak time of laser field, and the equilateral cyclic structures are formed at �70 fs. The excitation
population of the beads developing into the cyclic form is five times larger than that of beads remaining in the normal
state. It indicates that the high amount of electron excitations is the driving force of the bead state splitting. The radius
of gyration, representing the spread of quantum wave packet of nuclei, maintains almost constant for the beads in the
normal state during the whole photoexcitation process, indicating a localized wave packet close to the centroid. Instead,
the radius of gyration for the beads induced into the cyclic form begins increasing at the end of laser pulse, suggesting
the formation of delocalized wave packets away from the centroid.

In response to the photoexcitation, individual beads in ozone end up in two distinct states, arising from different
quantum nuclear configurations sampled by the RPMD calculations before the state splitting. By including NQE in rt-
TDDFT dynamics simulations, specific feature of quantum nuclear wave packet splitting in ozone during the photoexci-
tation is captured, that is hardly revealed from the averaged nuclear trajectory along the mixing PES in conventional
Ehrenfest dynamics.

3.4.2 | Ultrafast carrier dynamics in graphene

Ultrafast dynamics of photocarriers in graphene has attracted much attention,7,98–101 attributed to the high mobility
and potential high-tech applications of Dirac carriers. For example, recent photoelectron spectroscopy measurements
suggest a sequence of three stages within 50 fs for the carrier transfer process in graphene: photo-absorption process

FIGURE 7 (a) Atomic configurations of ozone in the normal

and cyclic states. (b) The number of excited electrons in each bead of

ozone molecule as a function of time at 20 K. (c) Temporal distance

of three oxygen atoms in each bead at 20 K. We separate all beads

into normal (blue) and cyclic states (red), according to a geometrical

criterion (Reprinted with permission from Reference 36. Copyright

2019 IOP Publishing Ltd)
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(<8 fs), momentum redistribution (�10–22 fs) and hot Fermi-Dirac distribution.10 Electron–electron and electron–pho-
non scatterings are believed to control such photoexcitation dynamics and the subsequent carrier relaxation processes.

Here we study the charge carriers dynamics in graphene involving a 4 × 4 × 1 supercell. After the graphene sheet is
equilibrated by a ground-state RPMD simulation with 12 beads at 50 K, two electrons are excited from an energy level
of 3.0 eV below the Fermi level to that of 3.0 eV above the Fermi level, illustrated in Figure 8a. The carrier dynamics is
simulated via RP-TDAP method with the microcanonical (NVE) ensemble. With the classical approximation on the
nuclear motions, the number of hole occupation in graphene is reduced to half of the initial value within 60 fs (Fig-
ure 8b). When applying the quantum description of nuclear motions, strong quantum couplings promote the electron–
electron and electron–phonon scatterings, yielding a faster decay of carrier than in the classical nuclear simulation, as
shown in Figure 8c. Since different nuclear configurations are sufficiently sampled involving RPMD approach, suffi-
cient sampling of electronic occupation and couplings are also included, resulting in a better description for electron–
electron scattering. Fitting to the exponential decay of hole occupation averaged over 12 beads, the relaxation time
obtained from the quantum nuclei approach is 14 fs, significantly shorter than 63 fs computed from classical nuclei
simulations. In experiment, the energy level of holes is 0.8 eV below the Fermi level,10 compared to 3.0 eV below the
Fermi level found in the present simulations, and thus the calculated life time is expected to be smaller than that in
experiment. Evidently, the quantum electronic-nuclear simulations can capture and well depict the ultrafast charge car-
rier redistribution in graphene observed in experiment, while the imprecise description obtained from classical nuclear
simulations may be due to improper treatment of electron–electron and electron–phonon scatterings by the rigid ion
approximation.

4 | CONCLUSION

In summary, we develop a set of effective computational approaches based on rt-TDDFT for large scale simulations of
excitedstate dynamics. Involving these rt-TDDFT methods we are able to perform time-dependent evolution for both
electronic wave functions and ionic movements and trace the real time ultrafast dynamics and phenomena no matter
in perturbative or nonperturbative regimes. We derive the TDSCF equations in the presence of external fields from the
TDSE, depending on the evolution of electronic wave functions and nuclear coordinates. NAO and PW basis sets have
been adopted and implemented to ensure the flexibility and credibility of applying the dynamic approach to diverse sys-
tems, including molecules, liquids, solids, interfaces, and low-dimensional materials in various environments.

Furthermore, rt-TDDFT has been combined with RPMD, providing a practical computational scheme to describe
both electronic and nuclear dynamics in a quantum manner. The nuclear Hamiltonian is solved using RPMD based on
imaginary-time path integral simulations, and the mean field forces exerted on nuclei are calculated within the frame-
work of time-dependent Kohn–Sham orbitals.

FIGURE 8 (a) Schematic diagram of the photoinduced electron–hole excitation and relaxation processes. The electron hole occupation

numbers of graphene as a function of time with the classical and quantum treatments of nuclear motion are shown in (b) and (c),

respectively. Dashed lines are the exponential fitting to the hole occupation number (Reprinted with permission from Reference 36.

Copyright 2019 IOP Publishing Ltd)
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We present several examples including studies on HHG, CDW, photocatalysis and NQE, to demonstrate the
strength of our approaches, most of which represent a new prospect in their respective areas. The reliability and predict-
ability of methods have been verified by comparing to experimental measurements. These developments and applica-
tions represent a significant step towards a full quantum description of electronic and nuclear states from first-
principles, to obtain a comprehensive and predictive understanding of quantum interactions and dynamics of complex
materials at the atomic and attosecond scale.
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